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## Preface

These lecture notes introduce a collection of techniques for the analysis of nonlinear control systems rooted in the theory of formal power series and their associated combinatorial algebras. The origins of the formal power series methods in control theory begin with the work R. E. Kalman in the 1960s, primarily in connection with the partial realization problem for linear systems. Parallel developments by M. P. Schützenberger in automata theory and the remarkable discoveries of K.-T. Chen in the 1950s concerning the algebra of iterated path integrals subsequently led M. Fliess in the 1970s to introduce what is now called a Chen-Fliess series or Fliess operator. The underlying formal power series which generates such an operator provides an elegant and compact way to represent the input-output map of a control affine nonlinear system. As these generating series are indexed by words over a noncommutative alphabet, there is a natural link between nonlinear control theory and the combinatorics of words, a mature and beautiful field going back to seminal papers of A. Thue at the start of the twentieth century.

Following the initial work of Fliess, the area grew rapidly with important contributions by P. E. Crouch, G. Duchamp, A. Ferfera, R. L. Grossman, C. Hespel, V. Hoang Ngoc Minh, A. Isidori, G. Jacob, B. Jakubczyk, M. Kawski, D. Krob, M. Lamnabhi, F. LamnabhiLagarrigue, R. G. Larson, P. Lemux, N. E. Oussous, M. Petitot, C. Reutenauer, F. Rotella, W. J. Rugh, E. D. Sontag, H. J. Sussmann, X. G. Viennot, and Y. Wang. The work of A. Ferfera was especially valuable for understanding how to describe interconnected nonlinear systems using Chen-Fliess series. More recently, the author, in collaboration with L. A. Duffaut Espinosa and K. Ebrahimi-Fard, has built on the work of Ferfera to show that there are combinatorial Hopf algebras underlying the feedback structures appearing in control theory. They are useful for doing explicit calculations. This approach was
largely inspired by analogous combinatorial algebras appearing in work of A. Connes, D. Kreimer, and H. Moscovici in quantum field theory and in J. C. Butcher's approach to numerical integration. One of the goals of these notes is to introduce the reader to some of these more recent developments. Finally, it should be stated that these notes are simply an introduction to the subject from one researcher's perspective. A more encyclopedic treatment of this topic is well beyond the scope of this project.

It is generally assumed that the reader has had an introduction to linear system theory, say at the level of Kailath's Linear Systems, and some exposure to elementary topics in real analysis, abstract algebra, and differential geometry. But otherwise, the treatment of the subject is from first principles and is as self-contained as possible. The material is organized as follows. The first chapter is an overview of the central topics that appear in later chapters. It is written in a more casual style and meant to motivate the formal power series approach to system theory while staying mainly in a linear system setting. It is designed to be largely independent of the other chapters so that a more experienced reader can start directly with Chapter 2 with little loss of continuity. The rest of the book follows a more systematic theoremproof format. Chapter 2 introduces some elementary background and tools concerning formal power series. Chapter 3 then addresses the analysis of nonlinear input-output systems and their interconnections from a formal power series perspective. Chapters 4 and 5 introduce the notions of rational series and Lie series, respectively, which are then applied in Chapter 6 to develop the theory for state space realizations of nonlinear input-output systems. The last chapter introduces a collection of special topics and applications reflecting, of course, the author's interests and experience with the subject.
W. S. Gray

June 2021
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## 1. Introduction

This chapter introduces some elementary concepts concerning real analytic functions, formal functions, linear integral operators, and linear state space realizations. The primary goal is to motivate the more general treatment of these topics in subsequent chapters. From a system theory point of view, real analytic functions provide a convenient class of input and output signals. They can also be used to describe various types of analytic systems. A formal function is a type of generalized function which is sometimes more convenient for algebraic analysis than a traditional function. Integral operators, linear or otherwise, describe a category of input-output systems frequently encountered in applications. Starting with the linear case provides a familiar setting in which to get oriented. Operators which have a finite dimensional linear time-invariant state space realization are of particular importance as they are computationally convenient and ubiquitous in systems and control theory.

### 1.1 Real Analytic Functions

A function $u: U \subseteq \mathbb{R} \rightarrow \mathbb{R}$ is said to be real analytic at a point $t_{0} \in U$, if it can be represented in terms of a convergent power series

$$
\begin{equation*}
u(t)=\sum_{n=0}^{\infty} c(n) \frac{\left(t-t_{0}\right)^{n}}{n!} \tag{1.1}
\end{equation*}
$$

on an interval $\left(t_{0}-T, t_{0}+T\right) \subset U$, where $c$ is a sequence of real numbers, and $T$ is either a positive real number or $T=+\infty$. The largest such $T$ for which the series (1.1) converges is referred to as the radius of convergence of $u$ at $t_{0}$. When $T=+\infty, u$ is said to be entire. The function $u$ is real analytic on an interval $(a, b) \subset U$ if it is real analytic at every point $t_{0} \in(a, b)$. In this case, the radius of convergence may vary as a function of $t_{0}$.

One can extend the definition of $u$ to a mapping on the complex plane, $\mathbb{C}$, by letting

$$
\begin{equation*}
u(z)=\sum_{n=0}^{\infty} c(n) \frac{\left(z-t_{0}\right)^{n}}{n!} \tag{1.2}
\end{equation*}
$$

on the largest open disk $\mathcal{D}_{0}=\left\{z \in \mathbb{C}:\left|z-t_{0}\right|<T\right\}$ for which the series converges. The function is then analytic at $t_{0}$ in the sense of complex variables, that is, the derivative of $u$ exists not only at $t_{0}$ but at every point in some neighborhood of $t_{0}$ in the complex plane. In fact, all the higher order derivatives of $u$ are well defined in such a neighborhood. The Cauchy integral formula says in this case that the $n$-th derivative of $u$ at $t_{0}$ can be computed as

$$
u^{(n)}\left(t_{0}\right)=\frac{n!}{2 \pi i} \oint_{C} \frac{u(z)}{\left(z-t_{0}\right)^{n+1}} d z
$$

where $C$ is a closed contour lying within $\mathcal{D}_{0}$ and encircling the point $t_{0}$, for example, all $z$ satisfying $\left|z-t_{0}\right|=T^{\prime}<T$. Since $u$ is analytic on and within the region $\mathcal{D}_{0}^{\prime}=\left\{z \in \mathbb{C}:\left|z-t_{0}\right| \leq T^{\prime}\right\}$, the real-valued function $u(z)$ is continuous on this closed and bounded region. Hence, there exists a nonnegative real number $K$ satisfying

$$
K=\max _{z \in \mathcal{D}_{0}^{\prime}}|u(z)| .
$$

Setting $z(t)=t_{0}+T^{\prime} \mathrm{e}^{i t}$ on $[0,2 \pi]$ and applying the identity

$$
\oint_{C} f(z) d z=\int_{0}^{2 \pi} f(z(t)) z^{\prime}(t) d t
$$

gives

$$
\begin{align*}
|c(n)| & =\left|u^{(n)}\left(t_{0}\right)\right| \\
& =\frac{n!}{2 \pi}\left|\oint_{C} \frac{u(z)}{\left(z-t_{0}\right)^{n+1}} d z\right| \\
& =\frac{n!}{2 \pi}\left|\int_{0}^{2 \pi} \frac{u\left(t_{0}+T^{\prime} \mathrm{e}^{i t}\right)}{\left(T^{\prime} \mathrm{e}^{i t}\right)^{n+1}} i T^{\prime} \mathrm{e}^{i t} d t\right| \\
& \leq \frac{n!}{2 \pi} \cdot \frac{K}{\left(T^{\prime}\right)^{n}} \int_{0}^{2 \pi} d t \\
& =K M^{n} n!, \quad \forall n \geq 0, \tag{1.3}
\end{align*}
$$

where $M:=1 / T^{\prime}$. This means then that the coefficients of an analytic function can only grow in modulus at a certain maximum rate as $n$ increases. A sequence like $c(n)=(n!)^{2}$, for example, can never define an analytic function. The inequality (1.3) is called a Cauchy growth condition and the real numbers $K$ and $M$ are growth constants for the sequence $c$. They are not necessarily unique unless one considers the smallest possible growth constants. Normally, $M$ will be referred to as a geometric growth constant for $c$. If some estimate $M^{\prime}$ is available a priori for a given sequence $c$ then a lower bound on the radius of convergence for series (1.2) can be computed using the fact that

$$
\begin{aligned}
|u(z)| & \leq \sum_{n=0}^{\infty}|c(n)| \frac{\left|\left(z-t_{0}\right)^{n}\right|}{n!} \\
& \leq \sum_{n=0}^{\infty} K\left(M^{\prime}\left|z-t_{0}\right|\right)^{n} .
\end{aligned}
$$

That is, the series converges at least for all $z \in \mathbb{C}$ such that $M^{\prime}\left|z-t_{0}\right|<$ 1 , or equivalently, when

$$
\left|z-t_{0}\right|<1 / M^{\prime}<T
$$

Conversely, if $u$ is analytic at the origin with the nearest singularity being $z^{\prime} \neq 0$, then for any $\epsilon>0$ there exists $N \in \mathbb{N}_{0}:=\{0,1,2, \ldots\}$ such that

$$
|c(n)| \leq\left(\frac{1}{\left|z^{\prime}\right|}+\epsilon\right) n!, \quad n \geq N
$$

In which case, one can always find a constant $K>1$ such that

$$
|c(n)| \leq K\left(\frac{1}{\left|z^{\prime}\right|}+\epsilon\right) n!, \quad n \geq 0
$$

It is not difficult to show that $1 /\left|z^{\prime}\right|$ is in fact the smallest possible geometric growth constant for $c$. Finally, if it is known that $c$ satisfies the more restrictive growth condition

$$
\begin{equation*}
|c(n)| \leq K M^{n}, \quad \forall n \geq 0 \tag{1.4}
\end{equation*}
$$

then clearly

$$
|u(z)| \leq K \mathrm{e}^{M\left|z-t_{0}\right|}, \quad \forall z \in \mathbb{C}
$$

implying that $u$ is entire. Analogous statements can be made for the real analytic series (1.1) by restricting $z$ to the real number line.

A power series representation of a real analytic function is unique in a local sense. Suppose there exists two series representations of $u$ at $t_{0}$, namely,

$$
u(t)=\sum_{n=0}^{\infty} c(n) \frac{\left(t-t_{0}\right)^{n}}{n!}
$$

and

$$
u(t)=\sum_{n=0}^{\infty} d(n) \frac{\left(t-t_{0}\right)^{n}}{n!}
$$

with radii of convergence $T_{c}$ and $T_{d}$, respectively. Since $u$ is continuous at $t_{0}$ (see Problem 1.1.3), it follows that

$$
\begin{aligned}
& \lim _{t \rightarrow t_{0}} u(t)=\lim _{t \rightarrow t_{0}} \sum_{n=0}^{\infty} c(n) \frac{\left(t-t_{0}\right)^{n}}{n!}=c(0) \\
& \lim _{t \rightarrow t_{0}} u(t)=\lim _{t \rightarrow t_{0}} \sum_{n=0}^{\infty} d(n) \frac{\left(t-t_{0}\right)^{n}}{n!}=d(0),
\end{aligned}
$$

and thus, $c(0)=d(0)$. A similar argument can be made for the function

$$
\tilde{u}(t):=\frac{u(t)-c(0)}{t-t_{0}}=\frac{u(t)-d(0)}{t-t_{0}}
$$

to show that $c(1)=d(1)$, and so on. In addition, since $c(n)=d(n)$ for all $n \geq 0$, it follows immediately that $T_{c}=T_{d}=: T$. Thus, if there exists a power series representation of $u$ at $t_{0}$, it is unique. It is also easily shown that if $t_{1} \in \mathbb{R}$ such that $\left|t_{1}-t_{0}\right|<T$ then the series representation of $u$ can be re-centered about $t_{1}$. That is, $u$ can be written as

$$
u(t)=\sum_{n=0}^{\infty} b(n) \frac{\left(t-t_{1}\right)^{n}}{n!},\left|t-t_{1}\right|<T-\left|t_{1}-t_{0}\right|,
$$

where each $b(n)$ is given by an absolutely convergent series

$$
\begin{equation*}
b(n)=\sum_{k=0}^{\infty} c(n+k) \frac{\left(t_{1}-t_{0}\right)^{k}}{k!}, n \geq 0 \tag{1.5}
\end{equation*}
$$

(see Problem 1.1.4). So once a power series representation of $u$ is identified at one point, any other power series representation at another
point within the radius of convergence can be explicitly computed using equation (1.5). Modulo this type of transformation, it makes sense to speak of the coefficients of $u$ in a neighborhood of $t_{0}$.

A fundamental idea throughout this book is that within the radius of convergence, the series coefficients of $u$ completely characterize the function $u$. Therefore, operating on the coefficients in some manner produces a corresponding transformation of the function and vice versa. Consider the following examples.

Example 1.1 As discussed earlier, if $u$ is real analytic at $t_{0}$, then it is differentiable on a neighborhood of $t_{0}$. Observe that

$$
\begin{align*}
u^{\prime}(t) & =\sum_{n=1}^{\infty} c(n) \frac{\left(t-t_{0}\right)^{n-1}}{(n-1)!} \\
& =\sum_{n=0}^{\infty} c(n+1) \frac{\left(t-t_{0}\right)^{n}}{n!} \\
& =: \sum_{n=0}^{\infty} d(n) \frac{\left(t-t_{0}\right)^{n}}{n!},\left|t-t_{0}\right|<T \tag{1.6}
\end{align*}
$$

(see Problem 1.1.5). Therefore, the left-shift mapping between two sequences

$$
\begin{equation*}
x^{-1}: c \mapsto d, \tag{1.7}
\end{equation*}
$$

where $d(n)=c(n+1), n \geq 0$ corresponds to mapping $u$ to $u^{\prime}$.

Example 1.2 Consider taking the square of $u$. Clearly,

$$
\begin{aligned}
u^{2}(t)= & \sum_{n=0}^{\infty} c(n) \frac{\left(t-t_{0}\right)^{n}}{n!} \sum_{k=0}^{\infty} c(k) \frac{\left(t-t_{0}\right)^{k}}{k!} \\
= & \sum_{n=0}^{\infty}\left(\frac{c(0)}{0!} \frac{c(n)}{n!}+\frac{c(1)}{1!} \frac{c(n-1)}{(n-1)!}+\cdots+\right. \\
& \left.\frac{c(n)}{n!} \frac{c(0)}{0!}\right)\left(t-t_{0}\right)^{n} \\
= & \sum_{n=0}^{\infty} d(n) \frac{\left(t-t_{0}\right)^{n}}{n!},\left|t-t_{0}\right|<T .
\end{aligned}
$$

Thus, the mapping between sequences

$$
(\cdot)^{2}: c \mapsto d,
$$

where $d(n):=\sum_{k=0}^{n}\binom{n}{k} c(k) c(n-k), n \geq 0$ corresponds to mapping $u$ to $u^{2}$.

When $u$ has coefficients which satisfy (1.4), $u$ is entire, and its rightsided Laplace transform is well defined (cf. Problem 1.1.6). Specifically,

$$
\begin{align*}
\mathscr{L}[u](s) & :=\int_{0}^{\infty} u(t) e^{-s t} d t \\
& =\sum_{n=0}^{\infty} c(n) \int_{0}^{\infty} \frac{t^{n}}{n!} e^{-s t} d t \\
& =s^{-1} \sum_{n=0}^{\infty} c(n)\left(s^{-1}\right)^{n}, \tag{1.8}
\end{align*}
$$

provided $\operatorname{Re}(s)>0$. In which case,

$$
\begin{aligned}
|\mathscr{L}[u](s)| & \leq K\left|s^{-1}\right| \sum_{n=0}^{\infty}\left(M\left|s^{-1}\right|\right)^{n} \\
& =\frac{K\left|s^{-1}\right|}{1-M\left|s^{-1}\right|}
\end{aligned}
$$

whenever $\left|s^{-1}\right|<1 / M=: S$. The Laplace transform of $u$, when written as a power series in $s^{-1}$, is described by the same sequence, $c$, as is its counterpart $u$ in (1.1) modulo the factors $1 / n$ ! and the extra factor of $s^{-1}$ corresponding to a right-shift of $c$. It is often convenient to introduce an abstract symbol, $x$, and to write the sequence $c$ as a formal power series

$$
c=\sum_{n=0}^{\infty} c(n) x^{n} .
$$

The word formal in this case refers to the fact no actual summation of the series terms is considered, so convergence is not an issue. In this context, no notational distinction is usually made between the sequence c and the series c . The mapping

$$
\mathscr{L}_{f}: u \mapsto c,
$$

assuming $t_{0}=0$ in equation (1.1), is called the formal Laplace transform (see Table 1.1 and Problem 1.1.7). It is well defined whether or

Table 1.1. The formal Laplace transform of some common functions.

| $u(t), t \geq 0$ | $\mathscr{L}_{f}[u]$ |
| :---: | :---: |
| $t^{k} / k!, k \geq 0$ | $x^{k}$ |
| $t^{k} e^{a t} / k!, k \geq 0, a \neq 0$ | $\sum_{n=0}^{\infty}\binom{n+k}{k} a^{n} x^{n+k}$ |
| $\sin (b t)$ | $\sum_{n=0}^{\infty}(-1)^{n} b^{2 n+1} x^{2 n+1}$ |
| $\cos (b t)$ | $\sum_{n=0}^{\infty}(-1)^{n} b^{2 n} x^{2 n}$ |
| $\sinh (b t)$ | $\sum_{n=0}^{\infty} b^{2 n+1} x^{2 n+1}$ |
| $\cosh (b t)$ | $\sum_{n=0}^{\infty} b^{2 n} x^{2 n}$ |

not the series (1.8) converges for any value of $s^{-1}$. But when it does, then clearly

$$
\mathscr{L}[u](s)=\left.x \mathscr{L}_{f}[u]\right|_{x \rightarrow s^{-1}}
$$

everywhere in the region of convergence for $\mathscr{L}[u]$ where the series converges and where $\operatorname{Re}(s)>0$.

One approach to characterizing the radius of convergence of (1.8) involves forming the Hankel matrix of $c$, namely,

$$
\mathcal{H}_{c}=\left[\begin{array}{cccc}
c(0) & c(1) & c(2) & \cdots \\
c(1) & c(2) & c(3) & \cdots \\
c(2) & c(3) & c(4) & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

In the event that $\mathcal{H}_{c}$ has finite rank $n>0$, it follows that the first $n+1$ columns of the matrix must be linearly dependent. That is, there exists a polynomial $\tilde{q}=\sum_{\ell=0}^{n} \tilde{q}(\ell) x^{\ell}$ with at least one coefficient $\tilde{q}(\ell) \neq 0$ such that

$$
\left[\begin{array}{ccccc}
c(0) & c(1) & \cdots & c(n) & \cdots \\
c(1) & c(2) & \cdots & c(n+1) & \cdots \\
c(2) & c(3) & \cdots & c(n+2) & \cdots \\
\vdots & \vdots & & \vdots & \ddots
\end{array}\right]\left[\begin{array}{c}
\tilde{q}(0) \\
\tilde{q}(1) \\
\vdots \\
\tilde{q}(n) \\
0 \\
0 \\
\vdots
\end{array}\right]=0
$$

or equivalently,

$$
\begin{equation*}
\sum_{\ell=0}^{n} c(k+\ell) \tilde{q}(\ell)=0, \quad k \geq 0 \tag{1.9}
\end{equation*}
$$

Exploiting the Hankel structure, it is possible to show more specifically that the first $n$ columns of $\mathcal{H}_{c}$ are linearly independent, and thus, $\tilde{q}(n) \neq 0$ (see Problem 1.1.8). Now let $q$ be the polynomial derived from $\tilde{q}$ by simply reversing the order of its coefficients, i.e., $q(i)=\tilde{q}(n-i)$, $i=0,1, \ldots, n$. Observe that

$$
\begin{align*}
c q & =\sum_{i=0}^{\infty} \sum_{j=0}^{n} c(i) q(j) x^{i+j} \\
& =\sum_{i=0}^{\infty} \sum_{j=0}^{n} c(i-j) q(j) x^{i} \\
& =\sum_{i=0}^{\infty} p(i) x^{i} \\
& =p, \tag{1.10}
\end{align*}
$$

assuming that $c(i)=0$ when $i<0$ and defining

$$
\begin{aligned}
p(i) & =\sum_{j=0}^{n} c(i-j) q(j) \\
& =\sum_{j=0}^{n} c(i-j) \tilde{q}(n-j) .
\end{aligned}
$$

Note that equation (1.9) implies for $k \geq 0$ that

$$
\begin{aligned}
p(n+k) & =\sum_{j=0}^{n} c(n+k-j) \tilde{q}(n-j) \\
& =\sum_{\ell=0}^{n} c(k+\ell) \tilde{q}(\ell) \\
& =0 .
\end{aligned}
$$

Thus, $p$ can be viewed as the image of $\tilde{q}$ under an augmented Hankel matrix, namely,

$$
\left[\begin{array}{ccccc}
0 & 0 & \cdots & c(0) & \cdots  \tag{1.11}\\
0 & 0 & \cdots & c(1) & \cdots \\
\vdots & \vdots & & \vdots & \vdots \\
0 & c(0) & \cdots & c(n-1) & \cdots \\
\hline c(0) & c(1) & \cdots & c(n) & \cdots \\
c(1) & c(2) & \cdots & c(n+1) & \cdots \\
c(2) & c(3) & \cdots & c(n+2) & \cdots \\
\vdots & \vdots & & \vdots & \ddots
\end{array}\right]\left[\begin{array}{c}
\tilde{q}(0) \\
\tilde{q}(1) \\
\vdots \\
\tilde{q}(n) \\
0 \\
0 \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
p(0) \\
p(1) \\
\vdots \\
p(n-1) \\
\hline 0 \\
0 \\
\vdots
\end{array}\right] .
$$

In which case, $p=c q$ is a polynomial in $x$ of at most degree $n-1$. One could formally write then that $c=p q^{-1}$, where $q^{-1}$ is understood to be a formal power series with the property $q^{-1} q=q q^{-1}=1$. In this situation, $c$ is called a rational series. Readers familiar with linear system theory will recognize this as the formal counterpart to the relationship between a rational transfer function and the system Hankel matrix constructed from the series coefficients (Markov parameters) of the transfer function when written as a power series in the variable $s^{-1}$. But in the present context, the corresponding Laplace transform of $u$ is a rational function in $s^{-1}$. Specifically, $\mathscr{L}[u](s)=s^{-1} N\left(s^{-1}\right) / D\left(s^{-1}\right)$, where

$$
\begin{align*}
& N\left(s^{-1}\right)=\left.p\right|_{x \rightarrow s^{-1}}, \quad \operatorname{deg}(N) \leq n-1  \tag{1.12}\\
& D\left(s^{-1}\right)=\left.q\right|_{x \rightarrow s^{-1}}, \quad \operatorname{deg}(D) \leq n . \tag{1.13}
\end{align*}
$$

It can be shown that $N$ and $D$ have no common roots as polynomials in $s^{-1}$, that is, the rational function $N / D$ is irreducible (see Problem 1.1.9). Therefore, the radius of convergence of the series representation of $\mathscr{L}[u]$ at the origin is $S=\min _{i}\left|\lambda_{i}\right|$, where $\lambda_{i}$ is the $i$-th root of the polynomial $D$. When this analysis is combined with the requirement that $\operatorname{Re}(s)>0$, which holds if and only if $\operatorname{Re}\left(s^{-1}\right)>0$, the resulting region of convergence is shown in Figure 1.1.

Example 1.3 If $c=\sum_{i \geq 1} 2^{i-1} x^{i}$ then the corresponding Hankel matrix is

$$
\mathcal{H}_{c}=\left[\begin{array}{ccccc}
0 & 1 & 2 & 4 & \cdots \\
1 & 2 & 4 & 8 & \cdots \\
2 & 4 & 8 & 16 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

which clearly has rank two. Thus, there exists polynomials $p$ and $q$ such that $c=p q^{-1}$ with $\operatorname{deg}(p) \leq 1$ and $\operatorname{deg}(q) \leq 2$. From (1.11),


Fig. 1.1. The region of convergence for the series representation of $\mathscr{L}[u]$.
observe that

$$
\left[\begin{array}{ccccc}
0 & 0 & 0 & 1 & \cdots \\
0 & 0 & 1 & 2 & \cdots \\
\hline 0 & 1 & 2 & 4 & \cdots \\
1 & 2 & 4 & 8 & \cdots \\
2 & 4 & 8 & 16 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right]\left[\begin{array}{r}
0 \\
-2 \\
1 \\
0 \\
0 \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
0 \\
1 \\
\hline 0 \\
0 \\
\vdots
\end{array}\right] .
$$

Therefore, $\tilde{q}=x^{2}-2 x$ or $q=1-2 x$ and $p=x$. To confirm this calculation, note that

$$
c=p q^{-1}=\frac{x}{1-2 x}=x \sum_{i=0}^{\infty} 2^{i} x^{i}=\sum_{i=1}^{\infty} 2^{i-1} x^{i} .
$$

The Laplace transform of the corresponding input

$$
u(t)=\sum_{i=1}^{\infty} 2^{i-1} \frac{t^{i}}{i!}=\frac{1}{2}\left(\mathrm{e}^{2 t}-1\right), \quad t \geq 0
$$

is

$$
\mathscr{L}[u](s)=s^{-1} \sum_{i=1}^{\infty} 2^{i-1} s^{-i}=\frac{s^{-2}}{1-2 s^{-1}}
$$

The radius of convergence for the infinite sum is clearly defined by $\left|2 s^{-1}\right|<1$ or $\left|s^{-1}\right|<1 / 2$. This corresponds to the location of the pole of $D\left(s^{-1}\right)=1-2 s^{-1}$ at $s^{-1}=1 / 2$. Of course in system theory it is more customary to write rational functions in terms of $s$ rather than $s^{-1}$, but the latter is actually more natural when doing series analysis.

The notion of real analyticity can be extended to multivariable functions in the following manner. A function $f: U \subset \mathbb{R}^{k} \rightarrow \mathbb{R}^{\ell}$ is said to be real analytic at a point $z_{0}=\left(z_{1,0}, \ldots, z_{k, 0}\right) \in \mathbb{R}^{k}$ if it has a convergent power series representation

$$
f\left(z_{1}, \ldots, z_{k}\right)=\sum_{n_{1}, \ldots, n_{k}=0}^{\infty} c\left(n_{1}, \ldots, n_{k}\right) \frac{\left(z_{1}-z_{1,0}\right)^{n_{1}}}{n_{1}!} \cdots \frac{\left(z_{k}-z_{k, 0}\right)^{n_{k}}}{n_{k}!}
$$

on some open neighborhood $V \subset U$ of $z_{0}$, where each $c\left(n_{1}, \ldots, n_{k}\right) \in$ $\mathbb{R}^{\ell}$. Extending the setup to the complex variable setting and applying the corresponding version of the Cauchy integral formula gives an expression for the coefficients

$$
\begin{aligned}
& c\left(n_{1}, \ldots, n_{k}\right) \\
& =\frac{n_{1}!\cdots n_{k}!}{(2 \pi i)^{n}} \oint_{C_{1}} \frac{1}{\left(z_{1}-z_{1,0}\right)^{n_{1}+1}} \cdots \oint_{C_{k}} \frac{f\left(z_{1}, \ldots, z_{k}\right)}{\left(z_{k}-z_{k, 0}\right)^{n_{k}+1}} d z_{k} \cdots d z_{1}
\end{aligned}
$$

where each integral is defined componentwise, $n:=n_{1}+n_{2} \cdots+n_{k}$, and $\left|z_{i}-z_{i, 0}\right|<R_{i}$ for $i=1,2, \ldots, k$. Define the growth constants

$$
\begin{aligned}
K & =\max _{i} \max _{\left|z_{i}-z_{i, 0}\right|<R_{i}}\left|f\left(z_{1}, \ldots, z_{k}\right)\right| \\
M_{i} & =\frac{1}{R_{i}}
\end{aligned}
$$

assuming $|y|:=\max \left\{\left|y_{1}\right|, \ldots,\left|y_{\ell}\right|\right\}$. Then it follows directly that

$$
\begin{align*}
\left|c\left(n_{1}, \ldots, n_{k}\right)\right| & \leq K M_{1}^{n_{1}} \cdots M_{k}^{n_{k}} n_{1}!\cdots n_{k}!  \tag{1.14}\\
& \leq K M^{n} n_{1}!\cdots n_{k}!  \tag{1.15}\\
& \leq K M^{n} n! \tag{1.16}
\end{align*}
$$

with $M:=\max _{1 \leq i \leq k} M_{i}$ and using the multinomial coefficients property

$$
\left(n_{1}, n_{2}, \ldots, n_{k}\right)!:=\frac{n!}{n_{1}!n_{2}!\cdots n_{k}!} \geq 1
$$

Clearly, the inequality (1.14) is the multivariable extension of the Cauchy growth condition (1.3). Sometimes in calculations, however, it is easier to use the more generous upper bounds (1.15) or (1.16).

### 1.2 Formal Functions

A function $f: U \subset \mathbb{R}^{m} \rightarrow \mathbb{R}^{\ell}$ is said to be smooth at a point $z_{0} \in U$ if its partial derivatives

$$
\left.\frac{\partial^{k} f(z)}{\partial z_{i_{1}} \partial z_{i_{2}} \cdots \partial z_{i_{k}}}\right|_{z=z_{0}}
$$

are well defined for every $i_{j} \in\{1, \ldots, m\}, k=1,2, \ldots$. The set of all such functions will be denoted by $C^{\infty}\left(z_{0}\right)$. Two functions $f, g \in$ $C^{\infty}\left(z_{0}\right)$ will be called $\sim_{g}$ equivalent if there exists an open neighborhood $U_{0}$ of $z_{0}$ in the domain of each function such that $f=g$ on $U_{0} .{ }^{1}$ It is easily verified that this is an equivalence relation on $C^{\infty}\left(z_{0}\right)$. The quotient set, that is, the set of all equivalence classes, is represented by $C^{\infty}\left(z_{0}\right) / \sim_{g}$.

Definition 1.1 A germ at $z_{0}$ is an equivalence class in $C^{\infty}\left(z_{0}\right) / \sim_{g}$.
Two functions in $f, g \in C^{\infty}\left(z_{0}\right)$ will be called $\sim_{j}$ equivalent when

$$
\left.\frac{\partial^{k} f(z)}{\partial z_{i_{1}} \partial z_{i_{2}} \cdots \partial z_{i_{k}}}\right|_{z=z_{0}}=\left.\frac{\partial^{k} g(z)}{\partial z_{i_{1}} \partial z_{i_{2}} \cdots \partial z_{i_{k}}}\right|_{z=z_{0}}
$$

for all $i_{j} \in\{1, \ldots, m\}, k=0,1, \ldots$. It is equally straightforward to show that $\sim_{j}$ also defines an equivalence relation on $C^{\infty}\left(z_{0}\right)$, and the corresponding quotient set is denoted by $C^{\infty}\left(z_{0}\right) / \sim_{j}$.

Definition 1.2 An infinite jet at $z_{0}$ is an equivalence class in $C^{\infty}\left(z_{0}\right) / \sim_{j}$.

Clearly $f \sim_{g} g$ implies that $f \sim_{j} g$, but the following example illustrates that the converse of this implication is false.

[^0]Example 1.4 Consider the functions $f(z)=0$ for all $z \in \mathbb{R}$ and

$$
g(z)=\left\{\begin{aligned}
e^{-1 / z^{2}} & : z \neq 0 \\
0 & : z=0 .
\end{aligned}\right.
$$

Both $f$ and $g$ are in $C^{\infty}(0)$, and it can be directly checked that $f \sim_{j} g$ while $f \chi_{g} g$. That is, an infinite jet is not a faithful representation of a germ. Put another way, not all functions are equal to their Taylor series in a region of convergence with nonzero radius unless they are real analytic at the point in question. In this case, $f$ is real analytic at $z_{0}=$ 0 , while $g$ is not (see Problem 1.2.1). Note in particular that $\left|g^{(n)}(0)\right|=$ $0<K M^{n} n!, n=0,1, \ldots$ for any $K, M>0$. So satisfying the Cauchy growth condition alone is not sufficient for equating a function with its Taylor series, that is,

$$
g(z) \neq \sum_{n=0}^{\infty} g^{(n)}(0) \frac{z^{n}}{n!}
$$

at every point except $z=0$.

In the previous section, it was shown that given a function $f: U \subset$ $\mathbb{R} \rightarrow \mathbb{R}$ which is real analytic at a point, say $z_{0}=0$, one can uniquely identify a formal power series $c=\mathscr{L}_{f}[f]$ which satisfies a Cauchy growth condition. The above example, however, illustrates that the reverse process of mapping a series to a smooth function is not as simple as one might first surmise. Without the additional analyticity assumption, such a series can only represent a class of functions. This motivates the following definition.

Definition 1.3 A formal function at $z_{0}$ is a class of functions described by an infinite jet at $z_{0}$.

A convenient way to describe the set of all formal functions at a point, namely $C^{\infty}\left(z_{0}\right) / \sim_{j}$, is to identify every infinite jet with a formal power series defined over a set of symbols $X=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$, usually called an alphabet, where each letter $x_{i}$ represents an argument $z_{i}$ of $f$. Specifically, define for any word $x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}$ the corresponding $\ell$ vector

$$
\begin{equation*}
\left.\frac{\partial^{k} f(z)}{\partial z_{i_{1}} \partial z_{i_{2}} \cdots \partial z_{i_{k}}}\right|_{z=z_{0}} \tag{1.17}
\end{equation*}
$$

Since the order of partial differentiation is not important, it is natural to allow the letters of $X$ to commute, i.e., $x_{i} x_{j}=x_{j} x_{i}$. In which case,
an ordering $x_{1}<x_{2}<\cdots<x_{m}$ can be introduced and a given infinite jet can be uniquely identified with the formal power series

$$
c=\sum_{n_{1}, n_{2}, \ldots, n_{m} \geq 0} c\left(n_{1}, n_{2}, \ldots, n_{m}\right) x_{1}^{n_{1}} x_{2}^{n_{2}} \cdots x_{m}^{n_{m}}
$$

where $x_{i}^{n_{i}}:=x_{i} x_{i} \cdots x_{i}\left(x_{i}\right.$ appears $n_{i}$ times $)$. If $\mathbb{R}^{\ell}[[X]]$ denotes the set of all possible $c$, then clearly $C^{\infty}\left(z_{0}\right) / \sim_{j}$ can be identified with at least a subset of $\mathbb{R}^{\ell}[[X]]$. But it turns out that one can say more than this. Consider, for example, the special case where $m=1$ so that $f: U \subset \mathbb{R} \rightarrow \mathbb{R}^{\ell}$. and $X=\{x\}$. It can be shown that the formal Laplace transform

$$
\begin{aligned}
\mathscr{L}_{f} & : C^{\infty}\left(z_{0}\right) \rightarrow \mathbb{R}^{\ell}[[X]] \\
& : f \mapsto c,
\end{aligned}
$$

where the coefficients of $c$ correspond to the partial derivatives of $f$, is a surjective mapping. ${ }^{2}$ Hence, for the series $c=\sum_{n \geq 0}(n!)^{2} x^{n}$ there exists at least one function in $C^{\infty}\left(z_{0}\right)$ which is well defined on a neighborhood of $z_{0}$ and whose derivatives grow at this non Cauchy rate. If $\mathscr{L}_{f}$ is restricted to real analytic functions then the coefficients of $c$, as discussed in the previous section, must satisfy a Cauchy growth rate. But in general, the image of $\mathscr{L}_{f}$ is all of $\mathbb{R}^{\ell}[[X]]$. In this context, a formal Borel transform is any mapping of the form

$$
\mathscr{B}_{f}: \mathbb{R}^{\ell}[[X]] \rightarrow C^{\infty}\left(z_{0}\right)
$$

such that $\mathscr{L}_{f} \mathscr{B}_{f}(c)=c$ for all $c \in \mathbb{R}^{\ell}[[X]]$. That is, $\mathscr{B}_{f}$ is any right inverse of $\mathscr{L}_{f}$. It constitutes a left inverse, namely, $\mathscr{B}_{f} \mathscr{L}_{f}(f)=f$, only in special cases, for example, when $f$ is real analytic, and $\mathscr{B}_{f}$ maps all such series to the function defined by its convergent Taylor series. It is more common to define the formal Laplace-Borel transform pair as

$$
\begin{aligned}
& \mathscr{L}_{f}: \sum_{n=0}^{\infty} c(n) \frac{z^{n}}{n!} \mapsto \sum_{n=0}^{\infty} c(n) x^{n} \\
& \mathscr{B}_{f}: \sum_{n=0}^{\infty} c(n) x^{n} \mapsto \sum_{n=0}^{\infty} c(n) \frac{z^{n}}{n!} .
\end{aligned}
$$

Their interpretation is strictly in the formal sense when the series involved do not converge, otherwise, they have the usual interpretation

[^1]as mappings between functions. In either case, $\sum_{n>0} c(n) x^{n}$ is called the generating function associated with $c$, while $\sum_{n \geq 0} c(n) z^{n} / n$ ! is referred to as its exponential generating function.

### 1.3 Linear Integral Operators

Since real analytic functions are always absolutely integrable within their region of convergence, they provide a convenient class of kernel functions for integral operators. Consider a causal linear integral operator

$$
\begin{equation*}
y(t)=\sum_{i=1}^{m} \int_{t_{0}}^{t} H_{i}(t, \tau) u_{i}(\tau) d \tau, \tag{1.18}
\end{equation*}
$$

where $y(t) \in \mathbb{R}^{\ell}, t \geq t_{0}$ and every $u_{i}$ is piecewise continuous. If each kernel function $H_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{\ell}$ is real analytic at $\left(t_{0}, t_{0}\right)$, then there exists at least a finite $T>0$ such that on the set $\mathcal{D}=\{(t, \tau) \in$ $\left.\mathbb{R}^{2}: t_{0}+T \geq t \geq \tau \geq t_{0}\right\}, H_{i}(t, \tau)$ can be expressed as a uniformly convergent series

$$
\begin{equation*}
H_{i}(t, \tau)=\sum_{n_{0}, n_{1}=0}^{\infty} c\left(n_{1}, i, n_{0}\right) \frac{(t-\tau)^{n_{1}}}{n_{1}!} \frac{\left(\tau-t_{0}\right)^{n_{0}}}{n_{0}!} \tag{1.19}
\end{equation*}
$$

Here the coefficients have been indexed in manner that is more consistent with the way in which a formal power series will be used to describe an integral operator. Causality mandates that the kernel functions be identically zero when $t<\tau$, so these series representations are only used on $\mathcal{D}$. Substituting equation (1.19) into equation (1.18) and integrating term-by-term, it follows that

$$
\begin{equation*}
y(t)=\sum_{n_{0}, n_{1}=0}^{\infty} \sum_{i=1}^{m} c\left(n_{1}, i, n_{0}\right) \int_{t_{0}}^{t} \frac{(t-\tau)^{n_{1}}}{n_{1}!} u_{i}(\tau) \frac{\left(\tau-t_{0}\right)^{n_{0}}}{n_{0}!} d \tau \tag{1.20}
\end{equation*}
$$

Now introduce a letter $x_{i}$ for each input $u_{i}$, and define also a fictitious input function $u_{0} \equiv 1$ and corresponding letter $x_{0}$. For each $x_{i}$ define an associated integral

$$
E_{x_{i}}[u]\left(t, t_{0}\right)=\int_{t_{0}}^{t} u_{i}(\tau) d \tau
$$

In which case,

$$
E_{x_{0}}[u]\left(t, t_{0}\right)=t-t_{0},
$$

and if the integration is repeated

$$
E_{x_{0}^{2}}[u]\left(t, t_{0}\right):=\int_{t_{0}}^{t} u_{0}(\tau) E_{x_{0}}[u]\left(\tau, t_{0}\right) d \tau=\frac{\left(t-t_{0}\right)^{2}}{2!}
$$

After $n_{0}$ successive integrations,

$$
E_{x_{0}^{n_{0}}}[u]\left(t, t_{0}\right)=\frac{\left(t-t_{0}\right)^{n_{0}}}{n_{0}!}
$$

Similarly, for any $i=1, \ldots, m$, let

$$
\begin{align*}
E_{x_{i} x_{0}^{n_{0}}}[u]\left(t, t_{0}\right) & =\int_{t_{0}}^{t} u_{i}(\tau) E_{x_{0}^{n_{0}}}[u]\left(\tau, t_{0}\right) d \tau \\
& =\int_{t_{0}}^{t} u_{i}(\tau) \frac{\left(\tau-t_{0}\right)^{n_{0}}}{n_{0}!} d \tau \tag{1.21}
\end{align*}
$$

This last integral is close in form to those that appear in the series (1.20) except for the terms involving $n_{1}$. So integrate the expression (1.21) once more and apply the integration by parts formula:

$$
\begin{align*}
E_{x_{0} x_{i} x_{0}^{n_{0}}}[u]\left(t, t_{0}\right)= & \int_{t_{0}}^{t} \int_{t_{0}}^{\tau} u_{i}(\xi) \frac{\left(\xi-t_{0}\right)^{n_{0}}}{n_{0}!} d \xi d \tau \\
= & \left.\int_{t_{0}}^{\tau} u_{i}(\xi) \frac{\left(\xi-t_{0}\right)^{n_{0}}}{n_{0}!} d \xi\left(\tau-t_{0}\right)\right|_{t_{0}} ^{t}- \\
& \int_{t_{0}}^{t}\left(\tau-t_{0}\right) u_{i}(\tau) \frac{\left(\tau-t_{0}\right)^{n_{0}}}{n_{0}!} d \tau \\
= & \int_{t_{0}}^{t}(t-\tau) u_{i}(\tau) \frac{\left(\tau-t_{0}\right)^{n_{0}}}{n_{0}!} d \tau \tag{1.22}
\end{align*}
$$

A straightforward induction gives

$$
\begin{equation*}
E_{x_{0}^{n_{1}} x_{i} x_{0}^{n_{0}}}[u]\left(t, t_{0}\right)=\int_{t_{0}}^{t} \frac{(t-\tau)^{n_{1}}}{n_{1}!} u_{i}(\tau) \frac{\left(\tau-t_{0}\right)^{n_{0}}}{n_{0}!} d \tau \tag{1.23}
\end{equation*}
$$

(see Problem 1.3.1). Thus, series (1.20) has the alternative expression in terms of iterated integrals

$$
\begin{equation*}
y(t)=\sum_{n_{0}, n_{1}=0}^{\infty} \sum_{i=1}^{m} c\left(n_{1}, i, n_{0}\right) E_{x_{0}^{n_{1}} x_{i} x_{0}^{n_{0}}[u]\left(t, t_{0}\right) . . . . . .} \tag{1.24}
\end{equation*}
$$

The form of this series suggests that indexing the summations in terms of words over the alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ would be more natural. So the following notation is introduced:

$$
(c, \eta)=\left\{\begin{array}{c}
c\left(n_{1}, i, n_{0}\right) \\
0 \\
0 \\
: \\
: \eta=x_{0}^{n_{1}} x_{i} x_{0}^{n_{0}} \\
\text { otherwise }
\end{array}\right.
$$

for all $n_{0}, n_{1} \geq 0$ and $i=1, \ldots, m$. In which case, the series (1.24) has the concise representation

$$
\begin{equation*}
y(t)=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u]\left(t, t_{0}\right), \tag{1.25}
\end{equation*}
$$

where $X^{*}$ is the set of all words over $X$ (including the empty word $\emptyset)$ and $E_{\emptyset}:=1$. A key observation in this context is that the letters of $X$ do not commute, since, for example, the integrals $E_{x_{0} x_{1}}$ and $E_{x_{1} x_{0}}$ are not equivalent. Thus, $c=\sum_{\eta \in X^{*}}(c, \eta) \eta$ must be viewed as a noncommutative formal power series. It will be referred to as the generating series for this integral operator. The symbol $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ will denote the set of all possible noncommutative formal power series over $X$ taking coefficients from $\mathbb{R}^{\ell}$. Note that any series $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ can be equivalently described as a mapping of the form

$$
\begin{aligned}
c & : X^{*} \rightarrow \mathbb{R}^{\ell} \\
& : \eta \mapsto(c, \eta) .
\end{aligned}
$$

In principle, one could define an input-output operator, $F_{c}: u \mapsto y$, using the expression (1.25) for any $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ provided that the series converges for every $u$ in the set of admissible inputs. Such operators are called Fliess operators, and the series is known as the Chen-Fliess functional expansion. From an historical point of view, Fliess operators can be viewed as a special class of Volterra operators. An operator $V$ is called a Volterra operator if it can be represented by a convergent series

$$
\begin{aligned}
& y(t)=V[u](t) \\
&= w_{0}(t)+\sum_{k=1}^{\infty} \sum_{i_{1}, \ldots, i_{k}=1}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{k}} \cdots \int_{t_{0}}^{\tau_{2}} w_{i_{k} \cdots i_{1}}\left(t, \tau_{k}, \ldots, \tau_{1}\right) . \\
& u_{i_{k}}\left(\tau_{k}\right) \cdots u_{i_{1}}\left(\tau_{1}\right) d \tau_{1} \cdots d \tau_{k}
\end{aligned}
$$

where each kernel function, $w_{i_{k} \cdots i_{1}}$, is an $\ell$ vector-valued function defined on a set

$$
\mathcal{D}_{k}=\left\{\left(t, \tau_{k}, \ldots, \tau_{1}\right) \in \mathbb{R}^{k+1}: t_{0}+T \geq t \geq \tau_{k} \geq \cdots \geq \tau_{1} \geq t_{0}\right\}
$$

Each integral in this series can be viewed as a generalized convolution integral, and a finite Volterra operator refers to the case where only a finite number of the kernel functions are nonzero. Volterra operators date back to the 1880s and are arguably the most widely encountered type of nonlinear operators encountered in physics and engineering. Observe that the linear operator in (1.18) is among the simplest examples of a Volterra operator, and it was rewritten in (1.25) as a Fliess operator. It will be shown in Chapter 3 that any Volterra operator having real analytic kernels has a Fliess operator representation over some admissible set of inputs.

In the theory of linear systems, the series coefficients of a real analytic kernel function can be used to determine the nature of the operator. For example, in the linear time-invariant case, each kernel function $H_{i}(t, \tau)$ in (1.19) reduces to the form

$$
H_{i}(t-\tau)=\sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{i}\right) \frac{(t-\tau)^{k}}{k!}
$$

with the corresponding Fliess operator $F_{c}$ given by

$$
\begin{align*}
y(t) & =\sum_{i=1}^{m} \sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{i}\right) \int_{t_{0}}^{t} \frac{(t-\tau)^{k}}{k!} u_{i}(\tau) d \tau \\
& =\sum_{i=1}^{m} \sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{i}\right) E_{x_{0}^{k} x_{i}}[u]\left(t, t_{0}\right) . \tag{1.26}
\end{align*}
$$

Suppose the output is scalar-valued. For each $i=1,2, \ldots, m$ define the formal power series $c_{i}=\sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{i}\right) x_{0}^{k} x_{i}$. If every Hankel matrix

$$
\mathcal{H}_{c_{i}}=\left[\begin{array}{cccc}
\left(c, x_{i}\right) & \left(c, x_{0} x_{i}\right) & \left(c, x_{0}^{2} x_{i}\right) & \cdots  \tag{1.27}\\
\left(c, x_{0} x_{i}\right) & \left(c, x_{0}^{2} x_{i}\right) & \left(c, x_{0}^{3} x_{i}\right) & \cdots \\
\left(c, x_{0}^{2} x_{i}\right) & \left(c, x_{0}^{3} x_{i}\right) & \left(c, x_{0}^{4} x_{i}\right) & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

has finite rank then every $c_{i}$ is rational in the sense that there exist polynomials in $x_{0}$, say $a_{i}$ and $b_{i}$, such that $c_{i}=\left(b_{i} a_{i}^{-1}\right) x_{i}$ (see equation (1.10)). In which case, the power series $c$ can be written as

$$
\begin{equation*}
c=\sum_{i=1}^{m} c_{i}=\sum_{i=1}^{m}\left(b_{i} a_{i}^{-1}\right) x_{i} . \tag{1.28}
\end{equation*}
$$

In general, any formal power series over $X$ is said to be rational if it can be written in terms of a finite number of polynomials using a finite number of sums, products and inversions. Series (1.28) is a special case where the polynomials in the letters $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ are all homogeneous with degree one. In Chapter 4, this idea will be more fully developed. It will be shown in the next section that systems having rational generating series of the form (1.28) always have finite dimensional state space realizations.

The formal Laplace transform of the linear Fliess operator $F_{c}: u \mapsto$ $y$ is defined to be

$$
\mathscr{L}_{f}: F_{c} \mapsto c,
$$

assuming that $c$ can be uniquely determined given $F_{c}$. In the linear time-invariant case observe that the formal Laplace transforms of the input and output functions, $c_{u}=\sum_{k \geq 0}\left(c_{u}, x_{0}^{k}\right) x_{0}^{k}$ and $c_{y}=$ $\sum_{k \geq 0}\left(c_{y}, x_{0}^{k}\right) x_{0}^{k}$, respectively, are related by

$$
\begin{aligned}
c_{y} & =c \circ c_{u} \\
& :=\left.c\right|_{x_{i} \rightarrow x_{0} c_{u_{i}}} \\
& =\sum_{i=1}^{m} \sum_{j=0}^{\infty}\left(c, x_{0}^{j} x_{i}\right) x_{0}^{j+1} c_{u_{i}},
\end{aligned}
$$

or equivalently,

$$
\begin{equation*}
\left(c \circ c_{u}, x_{0}^{k}\right):=\sum_{i=1}^{m} \sum_{j=0}^{k-1}\left(c, x_{0}^{k-j-1} x_{i}\right)\left(c_{u_{i}}, x_{0}^{j}\right), \quad k \geq 1 \tag{1.29}
\end{equation*}
$$

(see Problem 1.3.3). The summation on the right-hand side with respect to $j$ is a convolution sum, as is expected from linear system theory. The impulse response of the operator relative to the input $u_{i}$ corresponds to

$$
\begin{equation*}
h_{i}:=\left.c_{i}\right|_{x_{i} \rightarrow 1}=\sum_{j=0}^{\infty}\left(c, x_{0}^{j} x_{i}\right) x_{0}^{j}, \quad i=1,2, \ldots, m \tag{1.30}
\end{equation*}
$$

The formal power series product ' $o$ ' is a special case of the composition product. In general, it gives the generating series for the composition of
two Fliess operators, that is, for arbitrary series $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ and $d \in$ $\mathbb{R}^{m}\langle\langle X\rangle\rangle F_{c} \circ F_{d}=F_{c o d}$. So from a systems point of view, it describes the series interconnection of two input-output systems. This product will be first introduced in Chapter 2 and then further developed in Chapter 3. In particular, it will be shown that the composition product is an example of what is called Hopf convolution, a well known product in the theory of Hopf algebras. This machinery will give not only deeper insight into the algebra, but also provide convenient computational tools for solving real problems.

Up to this point, all the discussion has been for analytic operators. But a formal Fliess operator can also be defined in the event that the underlying series describing $F_{c}$ does not converge, i.e., when generating series $c$ does not satisfy a Cauchy growth condition. In this case, the mapping $c_{u} \mapsto c_{y}=c \circ c_{u}$ takes formal inputs to formal outputs with no underlying assumption of convergence. This mapping is viewed as the formal counterpart of the mapping $u \mapsto y=F_{c}[u]$ in the real analytic case. In some analysis encountered in later chapters, it will be easier to first establish algebraic results via the use of formal functions, formal operators, or formal differential equations, after which convergence issues can be determined independently. In other instances, such as in this section, it is more intuitive to start with the analytic case, and then extract out the algebraic structures on which the formal counterparts are based.

### 1.4 State Space Realizations of Rational Operators

An operator $F_{c}$ is said to be rational whenever its generating series $c$ is rational. As an example, consider the case where $c$ is given by equation (1.28). It is straightforward to show that the generating series for the output function,

$$
c_{y}=\sum_{i=1}^{m}\left(b_{i} a_{i}^{-1}\right) x_{0} c_{u_{i}},
$$

is rational whenever $c_{u}$ is rational, i.e., when each $c_{u_{i}}$ is rational (see Problem 1.3.3). A pillar of linear system theory is that the rational operator $F_{c}$ always has a finite dimensional state space realization of the form

$$
\begin{equation*}
\dot{z}(t)=A z(t)+\sum_{i=1}^{m} B_{i} u_{i}(t), \quad z\left(t_{0}\right)=0 \tag{1.31}
\end{equation*}
$$

$$
\begin{equation*}
y(t)=C z(t) \tag{1.32}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}, B_{i} \in \mathbb{R}^{n \times 1}$ and $C \in \mathbb{R}^{1 \times n}$, and whose solution $\phi\left(t, t_{0}, 0, u\right)$ satisfies

$$
y(t)=F_{c}[u](t)=C \phi\left(t, t_{0}, 0, u\right)
$$

for every integrable input $u$. Setting $m=1$ and integrating both sides of the state equation (1.31) gives

$$
z(t)=\int_{t_{0}}^{t} A z(\tau) d \tau+\int_{t_{0}}^{t} B_{1} u_{1}(\tau) d \tau
$$

Substituting for $z(\tau)$ on the right-hand side with the entire expression gives

$$
\begin{aligned}
z(t)= & \int_{t_{0}}^{t} A\left[\int_{t_{0}}^{\tau_{2}} A z\left(\tau_{1}\right) d \tau_{1}+\int_{t_{0}}^{\tau_{2}} B_{1} u_{1}\left(\tau_{1}\right) d \tau_{1}\right] d \tau_{2}+\int_{t_{0}}^{t} B_{1} u_{1}(\tau) d \tau \\
= & A^{2} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{2}} z\left(\tau_{1}\right) d \tau_{1} d \tau_{2}+A B_{1} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{2}} u\left(\tau_{1}\right) d \tau_{1} d \tau_{2}+ \\
& B_{1} \int_{t_{0}}^{t} u_{1}(\tau) d \tau
\end{aligned}
$$

Continuing in this way gives what is called the Peano-Baker series representation of the solution to the state equation

$$
z(t)=\sum_{k=0}^{\infty} A^{k} B_{1} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{k+1}} \cdots \int_{t_{0}}^{\tau_{2}} u_{1}\left(\tau_{1}\right) d \tau_{1} d \tau_{2} \cdots d \tau_{k+1}
$$

From the output equation (1.32) it then follows that

$$
y(t)=\sum_{k=0}^{\infty} C A^{k} B_{1} E_{x_{0}^{k} x_{1}}[u](t),
$$

or equivalently,

$$
y(t)=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u]\left(t, t_{0}\right),
$$

where

$$
(c, \eta)=\left\{\begin{array}{c}
C A^{k} B_{1}: \eta=x_{0}^{k} x_{1}, \quad k \geq 0 \\
0 \\
: \text { otherwise }
\end{array}\right.
$$

The triple $\left(A, B_{1}, C\right)$ is said to be a representation of the generating series $c$. The distinction between realizing $F_{c}$ and representing $c$ is minor in the present context. It is straightforward to show that $(A, B, C)$ realizes $F_{c}$ if and only if it represents $c$ (see Problem 1.4.1). But for more general types of rational series, this type of connection is not so transparent. It will be shown in Chapter 6, using the tools developed in Chapter 4, that the problem of realizing a rational operator goes well beyond the traditional boundaries of linear system theory and involves more fundamentally the class of bilinear systems, that is, state space systems of the form

$$
\begin{aligned}
& \dot{z}(t)=A z(t)+\sum_{i=1}^{m} N_{i} z(t) u_{i}(t), \quad z\left(t_{0}\right)=z_{0} \\
& y(t)=C z(t)
\end{aligned}
$$

In particular, note the product between the state $z(t)$ and the input $u_{i}$. Despite the name, this system is truly nonlinear (see Problem 1.4.2).

Another observation about rational operators is that $c_{y}=c \circ c_{u}$ may not be a polynomial even when each $c_{u_{i}}$ is a polynomial. This fact is central to defining an abstract notion of system state. Suppose, for example, that $c=\left(b a^{-1}\right) x_{1}$, where the polynomials $a$ and $b$ have no common roots. Assume that given any polynomial $p, \tilde{p}$ denotes the polynomial whose coefficients appear in the reverse order of those defining $p$. In light of the Hankel matrix discussion in Section 1.1, it is clear that $\operatorname{deg}(\tilde{a})=\operatorname{rank}\left(\mathcal{H}_{c}\right)=n$. It can be assumed without loss of generality that $\tilde{a}$ is monic, i.e., the coefficient of its highest order term is one so that

$$
\tilde{a}=(\tilde{a}, \emptyset)+\left(\tilde{a}, x_{0}\right) x_{0}+\cdots+\left(\tilde{a}, x_{0}^{n-1}\right) x_{0}^{n-1}+x_{0}^{n} .
$$

Then any polynomial in $x_{0}$, say $\tilde{c}_{u}$, can be uniquely decomposed via Euclidian division into the form $\tilde{c}_{u}=\tilde{a} \tilde{p}+\tilde{r}$, where $\tilde{p}$ and $\tilde{r}$ are polynomials with the remainder polynomial having the form

$$
\tilde{r}=(\tilde{r}, \emptyset)+\left(\tilde{r}, x_{0}\right) x_{0}+\cdots+\left(\tilde{r}, x_{0}^{n-1}\right) x_{0}^{n-1} .
$$

In which case,

$$
c_{y}=c \circ c_{u}=\left(b a^{-1} x_{1}\right) \circ(a p+r)=b x_{0} p+\left(b a^{-1}\right) x_{0} r
$$

is polynomial if and only if $r=0$. In this setting, two input polynomials $\tilde{c}_{u}$ and $\tilde{c}_{u^{\prime}}$ are said to be equivalent when their corresponding
remainder polynomials, $\tilde{r}$ and $\tilde{r}^{\prime}$, are identical. Their respective output series, $c_{y}$ and $c_{y^{\prime}}$, can therefore only differ at most by a polynomial. A collection of equivalent inputs forms an equivalence class which can be uniquely identified by the $n$ coefficients of the remainder polynomial which they have in common. Thus, the quotient set can be put in one-to-one correspondence with the $n$ dimensional vector space $\mathbb{R}^{n}$. It is this representation of the quotient set that provides the familiar notion of a state space in linear systems theory. To see this more clearly, consider how the state $\tilde{r}_{-}$is transformed by introducing a new constant term $u_{+} \in \mathbb{R}$ according to the mapping

$$
\Phi:\left(\tilde{r}_{-}, u_{+}\right) \mapsto \tilde{r}_{+}=\left[x_{0} \tilde{r}_{-}+u_{+}\right] \tilde{a}
$$

where $[\cdot] \tilde{a}$ denotes the operator which extracts the remainder polynomial from a given polynomial after division by $\tilde{a}$. Using the fact that $x_{0}^{n}=\tilde{a}-(\tilde{a}, \emptyset)-\left(\tilde{a}, x_{0}\right) x_{0}-\cdots-\left(\tilde{a}, x_{0}^{n-1}\right) x_{0}^{n-1}$, observe that

$$
\begin{aligned}
x_{0} \tilde{r}_{-}+u_{+}= & \left(\tilde{r}_{-}, \emptyset\right) x_{0}+\left(\tilde{r}_{-}, x_{0}\right) x_{0}^{2}+\cdots+\left(\tilde{r}_{-}, x_{0}^{n-1}\right) x_{0}^{n}+u_{+} \\
= & \tilde{a}\left(\tilde{r}_{-}, x_{0}^{n-1}\right)+\left[-(\tilde{a}, \emptyset)\left(\tilde{r}_{-}, x_{0}^{n-1}\right)+u_{+}\right]+ \\
& {\left[\left(\tilde{r}_{-}, \emptyset\right)-\left(\tilde{a}, x_{0}\right)\left(\tilde{r}_{-}, x_{0}^{n-1}\right)\right] x_{0}+\cdots+} \\
& {\left[\left(\tilde{r}_{-}, x_{0}^{n-2}\right)-\left(\tilde{a}, x_{0}^{n-1}\right)\left(\tilde{r}_{-}, x_{0}^{n-1}\right)\right] x_{0}^{n-1} } \\
= & \tilde{a}\left(\tilde{r}_{-}, x_{0}^{n-1}\right)+\tilde{r}_{+} .
\end{aligned}
$$

Therefore, $\tilde{r}_{+}=\Phi\left(\tilde{r}_{-}, u_{+}\right)$can be written in component form as

$$
\begin{aligned}
& {\left[\begin{array}{c}
\left(\tilde{r}_{+}, \emptyset\right) \\
\left(\tilde{r}_{+}, x_{0}\right) \\
\vdots \\
\left(\tilde{r}_{+}, x_{0}^{n-1}\right)
\end{array}\right]} \\
& =\left[\begin{array}{cccc}
0 & \cdots & 0 & -(\tilde{a}, \emptyset) \\
1 & \cdots & 0 & -\left(\tilde{a}, x_{0}\right) \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & -\left(\tilde{a}, x_{0}^{n-1}\right)
\end{array}\right]\left[\begin{array}{c}
\left(\tilde{r}_{-}, \emptyset\right) \\
\left(\tilde{r}_{-}, x_{0}\right) \\
\vdots \\
\left(\tilde{r}_{-}, x_{0}^{n-1}\right)
\end{array}\right]+\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right] u_{+} .
\end{aligned}
$$

More conventionally, this is equivalent to writing the state equation (1.31) (with $m=1$ ) in the integral form

$$
z\left(t_{+}\right)-z\left(t_{-}\right)=A \int_{t_{-}}^{t^{+}} z(\tau) d \tau+B_{1} \int_{t_{-}}^{t^{+}} u_{1}(\tau) d \tau
$$

where $z\left(t_{+}\right)$denotes the $n$ dimensional state vector at time instant $t=t_{+}$corresponding to $\tilde{r}_{+}$and $u_{+}=\int_{t_{-}}^{t^{+}} u_{1}(\tau) d \tau$. In this setting, the system output $y\left(t_{+}\right)$is generally understood to only be a function of the current system state, $z\left(t_{+}\right)$. If the input happens to remain in the equivalence class corresponding to $\tilde{r}_{+}$for all $t>t_{+}$then the respective output would be completely determined by $\tilde{r}_{+}$. In which case, there must exist a series $c_{y_{+}}$depending only on $\tilde{r}_{+}$such that

$$
\begin{equation*}
y(t)=\sum_{k=0}^{\infty}\left(c_{y_{+}}, x_{0}^{k}\right) \frac{\left(t-t_{+}\right)^{k}}{k!}, \quad t \geq t_{+} \tag{1.33}
\end{equation*}
$$

It is perhaps easiest to see from classical arguments that $c_{y_{+}}=\mathcal{H}_{c}\left(\tilde{r}_{+}\right)$, where $\mathcal{H}_{c}$ is the Hankel mapping corresponding to $c$. That is, $\mathcal{H}_{c}$ is the linear mapping on the real vector space of polynomials whose matrix representation is the Hankel matrix $\mathcal{H}_{c}$. (No notational distinction will be made between the mapping and its matrix representation.) Observe that if $\tilde{r}_{-}=0$ and $u_{+}=1$ then clearly $\tilde{r}_{+}=1$ and $\left.y\right|_{\tilde{r}_{+}=1}$ corresponds to the impulse response of the system (see (1.30)). So immediately, one can conclude that $\left.c_{y_{+}}\right|_{\tilde{r}_{+}=1}=h_{1}=\mathcal{H}_{c}(1)$. Now suppose that $\tilde{r}_{-}=1$ and $u_{+}=0$. Then $\tilde{r}_{+}=x_{0}$ and $y \tilde{r}_{+}=x_{0}$ is the derivative of the impulse response, that is, $\left.c_{y_{+}}\right|_{\tilde{r}_{+}=x_{0}}=x_{0}^{-1}\left(h_{1}\right)=\mathcal{H}_{c}\left(x_{0}\right)$, where $x_{0}^{-1}(\cdot)$ denotes the left-shift operator (see (1.7)). Proceeding in this fashion, it becomes evident that

$$
\left.c_{y_{+}}\right|_{\tilde{r}_{+}=x_{0}^{j}}=x_{0}^{-j}\left(h_{1}\right)=\mathcal{H}_{c}\left(x_{0}^{j}\right), \quad j=0,1, \ldots, n-1,
$$

where $x_{0}^{-j}(\cdot)$ is the left-shift operator applied $j$ times. Using superposition for an arbitrary $\tilde{r}_{+}$, one must conclude that $c_{y_{+}}=\mathcal{H}_{c}\left(r_{+}\right)$. In light of (1.33),

$$
\begin{aligned}
y\left(t_{+}\right) & =\left(c_{y_{+}}, \emptyset\right) \\
& =\left(\mathcal{H}_{c}\left(r_{+}\right), \emptyset\right) \\
& =\left[\left(c, x_{1}\right)\left(c, x_{0} x_{1}\right) \cdots\left(c, x_{0}^{n-1} x_{1}\right)\right]\left[\begin{array}{c}
\left(\tilde{r}_{+}, \emptyset\right) \\
\left(\tilde{r}_{+}, x_{0}\right) \\
\vdots \\
\left(\tilde{r}_{+}, x_{0}^{n-1}\right)
\end{array}\right] \\
& =C z\left(t_{+}\right) .
\end{aligned}
$$

The realization $\left(A, B_{1}, C\right)$ is the well known controllability canonical form of $F_{c}$.


Fig. 1.2. The canonical factorization of the Hankel mapping $\mathcal{H}_{c}: \tilde{c}_{u} \mapsto c_{y_{+}}$.

It is also possible to characterize a state space realization for $F_{c}$ using exclusively the Hankel mapping $\mathcal{H}_{c}: \tilde{c}_{u} \mapsto c_{y_{+}}$. Suppose the rank of its Hankel matrix representation is $n$. When $\tilde{c}_{u}$ and $\tilde{c}_{u^{\prime}}$ are equivalent polynomials, their difference must be in the null space of $\mathcal{H}_{c}$. That is,

$$
\mathcal{H}_{c}\left(\tilde{c}_{u}-\tilde{c}_{u^{\prime}}\right)=\mathcal{H}_{c}\left(\tilde{a}\left(\tilde{p}-\tilde{p}^{\prime}\right)\right)=0,
$$

since $\mathcal{H}_{c}(\tilde{a})=0$ (see Problem 1.1.9). Conversely, observe that given any two polynomials $\tilde{c}_{u}$ and $\tilde{c}_{u^{\prime}}$ with $\tilde{c}_{u}-\tilde{c}_{u^{\prime}}$ in the null space of $\mathcal{H}_{c}$, it follows that they must be equivalent. Specifically, assume

$$
\mathcal{H}_{c}\left(\tilde{c}_{u}-\tilde{c}_{u^{\prime}}\right)=\mathcal{H}_{c}\left(\tilde{r}-\tilde{r}^{\prime}\right)=0,
$$

where the first $n$ columns of the Hankel matrix are independent. Since $\tilde{r}-\tilde{r}^{\prime}$ is a polynomial of at most degree $n-1$, one must conclude that $\tilde{r}-\tilde{r}^{\prime}=0$. In summary then,

$$
\tilde{c}_{u} \sim \tilde{c}_{u^{\prime}} \Longleftrightarrow \mathcal{H}_{c}\left(\tilde{c}_{u}\right)=\mathcal{H}_{c}\left(\tilde{c}_{u^{\prime}}\right) \Longleftrightarrow \tilde{c}_{u}-\tilde{c}_{u^{\prime}} \in \operatorname{null}\left(\mathcal{H}_{c}\right)
$$

A standard result concerning such equivalence relations states that $\mathcal{H}_{c}$ has a unique decomposition of the form $\mathcal{H}_{c}\left(\tilde{c}_{u}\right)=Q_{c} P_{c}\left(\tilde{c}_{u}\right)$, where $P_{c}: \tilde{c}_{u} \mapsto \tilde{r}=\left[\tilde{c}_{u}\right]_{\tilde{a}}$ and $Q_{c}: \tilde{r} \mapsto c_{y_{+}}$are linear mappings, and $Q_{c}$ is an isomorphism onto $\mathbb{R}^{n}$. This is referred to as the canonical factorization of $\mathcal{H}_{c}$ (see Figure 1.2). Those familiar with linear systems theory will recognize this factorization as equivalent to a controllability/observability factorization of the Hankel matrix, $\mathcal{H}_{c}=\mathcal{O}(A, C) \mathcal{C}\left(A, B_{1}\right)$, where

$$
\begin{align*}
\mathcal{O}(A, C) & =\left[\begin{array}{lll}
C^{T} & A^{T} C^{T}\left(A^{T}\right)^{2} C^{T} & \cdots
\end{array}\right]^{T}  \tag{1.34}\\
\mathcal{C}\left(A, B_{1}\right) & =\left[\begin{array}{lll}
B_{1} A B_{1} & A^{2} B_{1} & \cdots
\end{array}\right], \tag{1.35}
\end{align*}
$$

and $\left(A, B_{1}, C\right)$ is the $n$ dimensional controllability canonical realization of $F_{c}$ (see Problem 1.4.4). As in the previous discussion, the set of equivalence classes forms a state space for $F_{c}$ which can be identified with the vector space $\mathbb{R}^{n}$. Here $n$ is the minimal state space dimension possible for the rational mapping under consideration. It will be shown in Chapter 4 that for arbitrary rational series, a generalized notion of the Hankel matrix places a central role in characterizing the existence and minimality of bilinear state space realizations.

In the event that $F_{c}$ is not rational, it is natural to ask whether concepts concerning linear and bilinear state space realizations can be generalized in some natural way. The mathematical framework introduced in Chapter 5 to address this question is the theory of free Lie algebras. Roughly speaking, a free Lie algebras is a noncommutative algebra generated by an alphabet $X$. In general, an algebra has both a vector space structure and a vector product. ${ }^{3}$ In the case of a free Lie algebra, the product is the Lie bracket $\left[x_{i}, x_{j}\right]=x_{i} x_{j}-x_{j} x_{i}$, where $x_{i}, x_{j} \in X$. It will be shown in Chapter 6 that an input-affine state space realization of $F_{c}$, namely,

$$
\begin{aligned}
& \dot{z}(t)=f(z(t))+\sum_{i=1}^{m} g_{i}(z(t)) u_{i}(t), \quad z\left(t_{0}\right)=z_{0} \\
& y(t)=h(z(t)),
\end{aligned}
$$

where $(f, g, h)$ are real analytic functions of the state, is guaranteed to exist if and only if the generalized Hankel mapping has a finite rank which is defined in a certain Lie algebra sense. The rational case in this context is the special situation where all the functions are linear, i.e., $f(z)=A z, g_{i}(z)=N_{i} z_{i}$ and $g(z)=C z$.

## Problems

Section 1.1

Problem 1.1.1 Consider the function $u(t)=1 /\left(1+t^{2}\right)$ defined on $\mathbb{R}$.
(a) Show that $u$ is real analytic on $\mathbb{R}$ but is not entire.
(b) Plot $u$ on the interval $[-1.2,1.2]$.

[^2](c) Define the truncated Taylor series of $u$ at $t=0$ to be
$$
u_{N}(t)=\sum_{n=0}^{N} c(n) \frac{t^{n}}{n!}
$$

On the same figure generated in part (b), plot $u_{N}(t)$ for $N=$ $10,20,30$ over $(-1,1)$.
(d) Explain what happens as $N$ continues to increase.

Remark: In complex analysis, the following statements are equivalent for a function $u: \mathbb{C} \rightarrow \mathbb{C}$ :

1. $u$ is entire.
2. $u$ is analytic on $\mathbb{C}$.
3. $u$ can be represented by a single Taylor series.

The example above illustrates that statement 2 does not imply statement 3 if $u$ is only real analytic on $\mathbb{R}$.

Problem 1.1.2 Consider a function $u: \mathbb{R} \rightarrow \mathbb{R}$ whose Taylor series at $t=0$ has coefficients $c(n), n \geq 0$ satisfing the Gevrey growth condition

$$
|c(n)| \leq K M^{n}(n!)^{s}, \quad \forall n \geq 0
$$

with $0 \leq s<1$.
(a) Determine the radius of convergence for this series representation.
(b) When $s=0$ show that $|u(t)|$ can be bounded by an exponential function.
(c) Show how part (b) can be generalized for any $0 \leq s<1$ using the Mittag-Leffler function.

Remark: For any fixed $0 \leq \alpha<1$, the gamma function satisfies the inequality $\Gamma(\alpha n+1) \leq K_{\alpha} M_{\alpha}^{n}(n!)^{\alpha}$ for some $K_{\alpha}, M_{\alpha}>0$ provided $\alpha n \gg 1$.

Problem 1.1.3 Let $u: U \subset \mathbb{R} \rightarrow \mathbb{R}$ be real analytic at $t_{0}$. Show that $u$ is continuous at $t_{0}$.

Problem 1.1.4 Verify equation (1.5) for the coefficients of a recentered power series.

Problem 1.1.5 Show that if $u: U \subset \mathbb{R} \rightarrow \mathbb{R}$ is real analytic at $t_{0}$ then the derivative of $u$ is well defined within the radius of convergence and can be computed by equation (1.6). Also show that in this situation $u$ must be smooth within the radius of convergence.

Problem 1.1.6 Show that the function $u(t)=e^{t^{2}}$ is entire but does not have a well defined right-sided Laplace transform.

Problem 1.1.7 Verify all the entries in Table 1.1.
Problem 1.1.8 Let $c$ be a series with corresponding Hankel matrix $\mathcal{H}_{c}$. Assume that the rank of $\mathcal{H}_{c}$ is $n<\infty$.
(a) Using the Hankel structure of $\mathcal{H}_{c}$, show that the $(n+1)$-st column of $\mathcal{H}_{c}$ is in the span of the first $n$ columns of $\mathcal{H}_{c}$.
(b) Show by induction that every column of $\mathcal{H}_{c}$ beyond the first $n$ columns must be in the span of the first $n$ columns. Therefore, the first $n$ columns of $\mathcal{H}_{c}$ must be linearly independent.
(c) Suppose $\tilde{q}$ is a nonzero polynomial satisfying equation (1.9). Using the result from part (b), show that $\tilde{q}(n) \neq 0$.

Problem 1.1.9 Suppose $c=p q^{-1}$, where $p$ and $q$ are polynomials in $x$ with $\operatorname{deg}(p)<\operatorname{deg}(\tilde{q})=\operatorname{rank}\left(\mathcal{H}_{c}\right)$.
(a) Show that $\mathcal{H}_{c}(\tilde{q} \tilde{r})=0$ for any polynomial $\tilde{r}$ in $x$.
(b) Prove that $p$ and $q$ can share no common roots.

Problem 1.1.10 For each series $c$ below, determine, if possible, two polynomials $p$ and $q$ such that $c=p q^{-1}$. Also compute the Laplace transform for the corresponding input $u$ and its region of convergence.
(a) $c=x^{2}$
(b) $c=x+x^{3}+x^{5}+\cdots$
(c) $c=1-\frac{1}{2} x+\frac{1}{3} x^{2}-\cdots$

Section 1.2

Problem 1.2.1 Determine whether each function below is real analytic at $t=0$. If so, determine the radius of convergence; if not, comment on whether the function is at least smooth at $t=0$.
(a) $u(t)=e^{t}$
(b) $u(t)=1 /\left(t^{2}+1\right)$
(c) $u(t)=\left\{\begin{aligned} e^{-1 / t^{2}} & : t \neq 0 \\ 0 & : t=0\end{aligned}\right.$
(d) $u(t)=\left\{\begin{aligned} t \log |t| & : t \neq 0 \\ 0 & : t=0\end{aligned}\right.$

## Section 1.3

Problem 1.3.1 Provide the following details regarding the ChenFliess series for a linear time-invariant system:
(a) The integration by parts calculation that gives equation (1.22).
(b) The inductive proof that leads to equation (1.23).

Problem 1.3.2 A function $u: U \subset \mathbb{R} \rightarrow \mathbb{R}^{m}$ is said to be absolutely integrable on an interval $\left[t_{0}, t_{1}\right] \subset U$ if

$$
\int_{t_{0}}^{t_{1}}\left|u_{i}(t)\right| d t<\infty, \quad i=1, \ldots, m
$$

Assume that the interval $\left[t_{0}, t_{1}\right]$ is finite. Show that if $u$ is piecewise continuous (meaning that each $u_{i}$ has at most a finite number of jump discontinuities) then
(a) $u$ is absolutely integrable;
(b) the inequality

$$
\int_{t_{0}}^{t_{1}}\left|u_{i}(t)\right|^{\mathfrak{p}} d t<\infty, \quad i=1, \ldots, m
$$

is satisfied for every integer $\mathfrak{p} \geq 1$;
(c) the iterated integral $E_{\eta}[u]\left(t, t_{0}\right)$ is finite for all $t \in\left[t_{0}, t_{1}\right]$ and every $\eta \in X^{*}$.

Problem 1.3.3 Show that the formal Laplace transforms of $u$ and $y$, where $y=F_{c}[u]$ and $c$ is given by equation (1.26), are related by $c_{y}=c \circ c_{u}$ as described in equation (1.29). Also verify that $c_{y}$ is rational whenever $c$ and $c_{u}$ are rational, that is, when $c_{i}=b_{i} a_{i}^{-1}$ and $c_{u_{i}}=p_{i} q_{i}^{-1}$, where $a_{i}, b_{i}, p_{i}$ and $q_{i}$ are polynomials in $x_{0}$ for $i=1,2, \ldots, m$.

Section 1.4

Problem 1.4.1 Suppose that $(A, B, C)$ is known to represent a formal power series $c: X^{*} \rightarrow \mathbb{R}$. Show that $(A, B, C)$ also realizes the linear input-output operator

$$
F_{c}: u \mapsto y(t)=\sum_{i=1}^{m} \int_{t_{0}}^{t} H_{i}(t-\tau) u_{i}(\tau) d \tau, \quad t \geq t_{0}
$$

where the series $H_{i}(t)=\sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{i}\right) t^{k} / k!, i=1, \ldots, m$. Show that the converse statement is also true.

Problem 1.4.2 Consider a bilinear state space system

$$
\begin{aligned}
& \dot{z}(t)=N_{0} z(t)+N_{1} z(t) u(t), \quad z(0)=z_{0} \\
& y(t)=C z(t) .
\end{aligned}
$$

(a) Write the solution $z(t)$ of the state equation in terms of a PeanoBaker series.
(b) Give a series expression for the output $y(t)$.
(c) Determine $y(t)$ for the case:

$$
N_{0}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad N_{1}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], \quad C=\left[\begin{array}{ll}
1 & 0
\end{array}\right], \quad z_{0}=\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
$$

Problem 1.4.3 Let $c$ be the generating series for the integral operator in equation (1.26) with $m=1$.
(a) Show that $\mathcal{H}_{c}\left(\tilde{c}_{u}\right)=x_{0}^{-\left(n_{u}+1\right)}\left(c \circ c_{u}\right)$, where $\tilde{c}_{u}$ is a polynomial of degree $n_{u}$.
(b) Suppose $c$ is a rational series. Let $\tilde{c}_{u}$ and $\tilde{c}_{u^{\prime}}$ be equivalent polynomials with corresponding output series $c_{y_{+}}=\mathcal{H}_{c}\left(\tilde{c}_{u}\right)$ and $c_{y_{+}^{\prime}}=$ $\mathcal{H}_{c}\left(\tilde{c}_{u^{\prime}}\right)$. Using only the result from part (a), show that $c_{y_{+}}=c_{y_{+}^{\prime}}$, or equivalently, that $\tilde{c}_{u}-\tilde{c}_{u^{\prime}}$ is in the null space of $\mathcal{H}_{c}$.

Problem 1.4.4 Show that the observability and controllability matrices described by equations (1.34)-(1.35) produce the canonical factorization of the Hankel mapping $\mathcal{H}_{c}$.
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## 2. Formal Power Series

Many of the mathematical objects that appear in this book arise naturally in the theory of formal languages. So the starting point for this chapter is an introduction to formal power series in this setting. As these ideas are developed, it will become apparent that formal power series often have a combinatorial nature, that this, their manipulation involves partitions, permutations, etc. Considerable time will be spent on the shuffle product, as it is ubiquitous when combinatorics is applied in system theory. In this regard, combinatorial Hopf algebras are also useful, especially when explicit computations are needed. So the notion of a Hopf algebra is introduced along with some important examples which will be useful henceforth. Finally, a general notion of composition for formal power series is presented. This device will be used in Chapter 3 for describing the series interconnection of two input-output systems and to define a formal input-output map.

### 2.1 Formal Languages

A finite nonempty set of arbitrary symbols $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ is called an alphabet. Each element of $X$ is called a letter, and any finite sequence of letters from $X, \eta=x_{i_{k}} \cdots x_{i_{1}}$, is called a word over $X$. Two words $\eta$ and $\xi$ are equivalent, i.e., $\eta=\xi$, if one word is letter by letter equivalent to the other. The length of a word $\eta$ is equivalent to the number of letters in $\eta$ and will be denoted by $|\eta|$. In addition, $|\eta|_{x_{i}}$ is equivalent to the number of times the letter $x_{i}$ appears in $\eta$. The empty word, $\emptyset$, has length zero. The set of words with length $k$ will be denoted by $X^{k}$. The set of all words is represented by $X^{*}$, while $X^{+}$ is the set of all words with positive length, i.e., the nonempty words. A language is any subset of $X^{*}$.

Consider the following binary operation on $X^{*}$.

Definition 2.1 The catenation product on $X^{*}$ is the associative mapping

$$
\begin{aligned}
\mathcal{C} & : X^{*} \times X^{*} \rightarrow X^{*} \\
& :(\eta, \xi) \mapsto \eta \xi .
\end{aligned}
$$

That is, for any $\eta, \xi, \nu \in X^{*}$ it follows that

$$
(\eta \xi) \nu=\eta(\xi \nu) .
$$

Furthermore, the empty word $\emptyset$ is an identity element for $\mathcal{C}$ since

$$
\emptyset \eta=\eta \emptyset=\eta, \quad \forall \eta \in X^{*} .
$$

For any positive integer $i$ and $\eta \in X^{*}$, the $i$-th iterate of $\eta$ is $\eta^{i}=\eta \cdots \eta$, where $\eta$ appears $i$ times. Normally, $\eta^{0}:=\emptyset$. The triple $\left(X^{*}, \mathcal{C}, \emptyset\right)$ (or simply $X^{*}$ when the rest is understood) is referred to in algebraic parlance as a free monoid on $X$. The adjective free is referring to the assumption that there are no relationships between the letters. For example, the letter $x_{1}$ can not be used to represent the word $x_{2} x_{3}$. In some situations involving groups, it is useful to have relationships like $x_{i} x_{j}=x_{j} x_{i}=\emptyset$ so that $x_{j}$ can be thought of as the multiplicative inverse of $x_{i}$ and vice versa.

Given two arbitrary monoids ( $M, \square, e$ ) and $\left(M^{\prime}, \square^{\prime}, e^{\prime}\right)$, a mapping $\rho: M \rightarrow M^{\prime}$ is called a monoid homomorphism if

$$
\begin{equation*}
\rho(\eta \square \xi)=\rho(\eta) \square^{\prime} \rho(\xi), \quad \forall \eta, \xi \in M \tag{2.1}
\end{equation*}
$$

and $\rho(e)=e^{\prime}$. When $\rho$ is bijective it is called an isomorphism. Given an arbitrary alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$, any mapping $\rho: X \rightarrow M^{\prime}$ can be uniquely extended to a homomorphism $\rho: X^{*} \rightarrow M^{\prime}$ by letting

$$
\rho\left(x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}}\right)=\rho\left(x_{i_{k}}\right) \square^{\prime} \rho\left(x_{i_{k-1}}\right) \square^{\prime} \cdots \square^{\prime} \rho\left(x_{i_{1}}\right)
$$

(see Problem 2.1.3). If $y_{i}:=\rho\left(x_{i}\right)$ for each $x_{i} \in X$, then $\rho\left(X^{*}\right)$ can be viewed as a free submonoid of $M^{\prime}$ corresponding to the alphabet $Y=\left\{y_{0}, y_{1}, \ldots, y_{m}\right\}$. If $\rho$ is injective, i.e., if $\rho(\eta)=\rho(\xi)$ always implies that $\eta=\xi, \forall \eta, \xi \in X^{*}$, then $\rho$ is called a coding of $X^{*}$.

Example 2.1 Suppose $X=\{0,1, \ldots, 9\}$ and $Y=\{0,1\}$. The binary coded decimals

$$
\rho(0)=0000, \quad \rho(1)=0001, \ldots \rho(9)=1001
$$

define a coding of $X^{*}$, but not an isomorphism since, for example, the word $1010 \in Y^{*}$ is not in the range of $\rho$.

Example 2.2 Consider the usual multiplicative monoid $\left\{\mathbb{R}^{+}, \cdot, 1\right\}$ on the set of positive real numbers, $\mathbb{R}^{+}$, and the additive monoid $\{\mathbb{R},+, 0\}$ on the set of real numbers $\mathbb{R}$. Select any $a \in \mathbb{R}^{+}$then the map

$$
\begin{aligned}
& \rho: \mathbb{R}^{+} \rightarrow \mathbb{R} \\
& \\
& \quad: y \mapsto y^{\prime}=\log _{a}(y)
\end{aligned}
$$

defines an isomorphism since $\rho$ is bijective,

$$
\rho\left(y_{1} y_{2}\right)=\rho\left(y_{1}\right)+\rho\left(y_{2}\right), \quad y_{1}, y_{2} \in \mathbb{R}^{+}
$$

and $\rho(1)=0$.

Example 2.3 The natural numbers $\mathbb{N}_{0}:=\{0,1,2, \ldots\}$ provide the submonoid $\left\{\mathbb{N}_{0},+, 0\right\}$ of the monoid $\{\mathbb{R},+, 0\}$. With $X=\{x\}$ and $X^{*}=\left\{\emptyset, x, x^{2}, \ldots\right\}$, the mapping $\left|x^{i}\right|=i, i \geq 0$ defines an isomorphism between $X^{*}$ and $\mathbb{N}_{0}$. It is clearly a restriction of the isomorphism in the previous example, where $x \in \mathbb{R}^{+}$is left unspecified, and $\emptyset$ is identified with $1 \in \mathbb{R}^{+}$.

This last example suggests an alternative way to express a power series in one variable,

$$
c=\sum_{i=0}^{\infty} c(i) x^{i}
$$

Namely, defining $(c, \eta)=c(|\eta|)$ for every $\eta \in X^{*}$, where $X=\{x\}$, the series can be written as the summation over $X^{*}$

$$
c=\sum_{\eta \in X^{*}}(c, \eta) \eta
$$

Example 2.4 Any $\mathbb{R}$-linear mapping on the vector space $\mathbb{R}^{n}$ can be represented by a matrix in $\mathbb{R}^{n \times n}$. The collection of matrices $\mathbb{R}^{n \times n}$ clearly forms a monoid under the usual definition of matrix multiplication, where the identity matrix, $I_{n}$, is the multiplicative identity element. Given an alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$, let $\mu$ denote a mapping which assigns a specific matrix to each letter, namely, $\mu\left(x_{i}\right)=N_{i}$
for $i=0,1, \ldots, m$. Then there exists a unique free submonoid in $\mathbb{R}^{n \times n}$ generated by $N:=\left\{N_{0}, N_{1}, \ldots, N_{m}\right\}$ (the $N_{i}$ 's are not necessarily linearly independent). This type of matrix monoid plays a central role in the theory of linear representations for formal power series presented in Section 4.2.

### 2.2 Formal Power Series

Given an alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$, a formal power series $c$ is any function of the form

$$
c: X^{*} \rightarrow \mathbb{R}^{\ell}
$$

The image of a word $\eta \in X^{*}$ under $c$ is denoted by $(c, \eta)$ and is called the coefficient of $\eta$ in $c$. It is customary to write $c$ as the formal summation

$$
c=\sum_{\eta \in X^{*}}(c, \eta) \eta .
$$

The coefficient $(c, \emptyset)$ is referred to as the constant term, and $c$ is called proper when this coefficient is zero. The support of $c$ is the language

$$
\operatorname{supp}(c):=\left\{\eta \in X^{*}:(c, \eta) \neq 0\right\} .
$$

The order of $c$ is defined as

$$
\operatorname{ord}(c)=\left\{\begin{array}{cc}
\min \{|\eta|: \eta \in \operatorname{supp}(c)\} & : c \neq 0 \\
\infty & : c=0 .
\end{array}\right.
$$

So when $c$ is proper, it follows that $\operatorname{ord}(c)>0$. The set of all formal power series will be denoted by $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$. In addition, the set of all formal power series with finite support, i.e., the set of all polynomials, will be represented by $\mathbb{R}^{\ell}\langle X\rangle$. The degree of a polynomial $p$ is

$$
\operatorname{deg}(p)=\left\{\begin{array}{cc}
\max \{|\eta|: \eta \in \operatorname{supp}(p)\} & : p \neq 0 \\
-\infty & : p=0 .
\end{array}\right.
$$

As a matter of notation, $\eta=\emptyset$ denotes the empty word in $X^{*}$, while the polynomials $p=1 \emptyset$ and $p=0 \emptyset$ will usually be written simply as
$p=1$ and $p=0$, respectively. ${ }^{1}$ When $\ell \geq 1$, the $i$-th component series of $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is

$$
c_{i}=\sum_{\eta \in X^{*}}(c, \eta)_{i} \eta,
$$

where $(c, \eta)_{i}$ is the $i$-th component of the vector $(c, \eta) \in \mathbb{R}^{\ell}$. In which case, there is a natural bijection between $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ and $(\mathbb{R}\langle\langle X\rangle\rangle)^{\ell}$.

The sets $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ and $\mathbb{R}^{\ell}\langle X\rangle$ exhibit considerable algebraic structure. For example, each admits a vector space structure over $\mathbb{R}$ when addition $c+d$ is defined by the coefficients

$$
(c+d, \eta)=(c, \eta)+(d, \eta), \quad \forall \eta \in X^{*},
$$

and scalar multiplication $\alpha c$ is given by

$$
(\alpha c, \eta)=\alpha(c, \eta), \quad \forall \eta \in X^{*}, \quad \forall \alpha \in \mathbb{R}
$$

It is straightforward to show that

$$
\begin{aligned}
\operatorname{ord}(c+d) & \geq \min \{\operatorname{ord}(c), \operatorname{ord}(d)\}, \quad c, d \in \mathbb{R}\langle\langle X\rangle\rangle \\
\operatorname{deg}(p+q) & \leq \max \{\operatorname{deg}(p), \operatorname{deg}(q)\}, \quad p, q \in \mathbb{R}\langle X\rangle .
\end{aligned}
$$

When $\ell=1$, each set forms a ring, an associative $\mathbb{R}$-algebra, and a module over the ring $\mathbb{R}\langle X\rangle$ using the following product. ${ }^{2}$

Definition 2.2 The catenation product or Cauchy product of two series (or polynomials) $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ is $c d=\sum_{\eta \in X^{*}}(c d, \eta) \eta$, where

$$
(c d, \eta)=\sum_{\substack{\xi, \nu \in X^{*} \\ \eta=\xi \nu}}(c, \xi)(d, \nu), \quad \forall \eta \in X^{*}
$$

or more succinctly,

$$
(c d, \eta)=\sum_{\eta=\xi \nu}(c, \xi)(d, \nu), \quad \forall \eta \in X^{*}
$$

In this case, the polynomial $p=1$ acts as the multiplicative identity element (see Problem 2.2.1).

[^3]Example 2.5 Suppose $X=\{x\}$ and consider two polynomials:

$$
\begin{aligned}
& c=(c, \emptyset)+(c, x) x+\left(c, x^{2}\right) x^{2} \\
& d=(d, \emptyset)+(d, x) x+\left(d, x^{2}\right) x^{2} .
\end{aligned}
$$

The familiar polynomial product of $c$ and $d$ is computed as

$$
\begin{aligned}
c d= & {\left[(c, \emptyset)+(c, x) x+\left(c, x^{2}\right) x^{2}\right]\left[(d, \emptyset)+(d, x) x+\left(d, x^{2}\right) x^{2}\right] } \\
= & (c, \emptyset)(d, \emptyset)+[(c, \emptyset)(d, x)+(c, x)(d, \emptyset)] x+\left[(c, \emptyset)\left(d, x^{2}\right)+\right. \\
& \left.(c, x)(d, x)+\left(c, x^{2}\right)(d, \emptyset)\right] x^{2}+\left[(c, x)\left(d, x^{2}\right)+\right. \\
& \left.\left(c, x^{2}\right)(d, x)\right] x^{3}+\left(c, x^{2}\right)\left(d, x^{2}\right) x^{4} \\
= & \sum_{i=0}^{4}\left[\sum_{\substack{j, k \geq 0 \\
j+k=i}}\left(c, x^{j}\right)\left(d, x^{k}\right)\right] x^{i} .
\end{aligned}
$$

Thus, it follows that

$$
\begin{aligned}
\left(c d, x^{i}\right) & =\sum_{\substack{j, k \geq 0 \\
j+k=i}}\left(c, x^{j}\right)\left(d, x^{k}\right) \\
& =\sum_{\eta=\xi \nu}(c, \xi)(d, \nu) .
\end{aligned}
$$

So the catenation product of polynomials (or series) over a single letter alphabet reduces to the usual polynomial product. It is easy to see in this case that the catenation product is commutative. Also observe that

$$
\left(c d, x^{i}\right)=\sum_{j=0}^{i}\left(c, x^{j}\right)\left(d, x^{i-j}\right)
$$

Hence, for single letter alphabets, the catenation product is exactly equivalent to the notion of series convolution.

Example 2.6 Suppose $X=\left\{x_{0}, x_{1}\right\}, c=2 x_{0} x_{1}$ and $d=x_{0}+x_{1}$. Then it follows that

$$
\begin{aligned}
c d & =2 x_{0} x_{1}\left(x_{0}+x_{1}\right) \\
& =2 x_{0} x_{1} x_{0}+2 x_{0} x_{1}^{2},
\end{aligned}
$$

while on the other hand

$$
\begin{aligned}
d c & =\left(x_{0}+x_{1}\right) 2 x_{0} x_{1} \\
& =2 x_{0}^{2} x_{1}+2 x_{1} x_{0} x_{1} .
\end{aligned}
$$

Thus, the catenation product is not commutative when $X$ contains more than one letter.

Example 2.7 Consider the special case where the letters of $X=$ $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ commute, that is, $x_{i} x_{j}=x_{j} x_{i}$ for all $x_{i}, x_{j} \in X^{*}$. Let $\mathbb{R}[[X]]$ denote the set of all formal power series on this commuting alphabet. In this case, an alternative definition of the catenation product is often useful, namely,

$$
c d=\sum_{\eta \in X^{*}}(c d, \eta) \frac{\eta}{\eta!},
$$

where

$$
(c d, \eta)=\sum_{\eta=\xi \nu}(c, \xi)(d, \nu) \frac{\eta!}{\xi!\nu!}
$$

and $\eta!:=|\eta|_{x_{1}}!|\eta|_{x_{2}}!\cdots|\eta|_{x_{m}}!$. For a single letter alphabet, this yields what is commonly called binomial convolution

$$
\begin{equation*}
\left(c d, x^{i}\right)=\sum_{j=0}^{i}\binom{i}{j}\left(c, x^{j}\right)\left(d, x^{i-j}\right) . \tag{2.2}
\end{equation*}
$$

The catenation product in the general commutative case will be referred to as the multinomial catenation product. Binomial convolution naturally arises when describing the pointwise product of real analytic functions. That is, if

$$
f_{c}(z)=\sum_{i=0}^{\infty}\left(c, x^{i}\right) \frac{z^{i}}{i!}
$$

and likewise for $f_{d}$, then $f_{c} f_{d}=f_{c d}$ (see Problem 2.2.2). It will usually be clear from context which catenation product is at play. For noncommutative alphabets, it will always be the Cauchy product. For the commutative case where the pointwise product of functions is involved, it will always be the multinomial catenation product.

One of the most common operations performed on series is to shift its coefficients in some manner to other words in the series. For example, given the single letter alphabet $X=\{x\}$, the familiar left-shift operator is

$$
\begin{aligned}
x^{-1}(c) & =x^{-1}\left((c, \emptyset)+(c, x) x+\left(c, x^{2}\right) x^{2}+\left(c, x^{3}\right) x^{3}+\cdots\right) \\
& =(c, x)+\left(c, x^{2}\right) x+\left(c, x^{3}\right) x^{2}+\left(c, x^{4}\right) x^{3}+\cdots .
\end{aligned}
$$

When applied twice, the operator $x^{-1}\left(x^{-1}(\cdot)\right)$ could be thought of as $\left(x^{2}\right)^{-1}(\cdot)$. These ideas are generalized for an arbitrary alphabet in the following definition.

Definition 2.3 Given any $\xi \in X^{*}$, the corresponding left-shift operator on $X^{*}$ is defined as

$$
\begin{aligned}
\xi^{-1} & : X^{*} \rightarrow \mathbb{R}\langle X\rangle \\
& : \eta \mapsto\left\{\begin{aligned}
& \eta^{\prime}: \eta=\xi \eta^{\prime} \\
& 0: \text { otherwise } .
\end{aligned}\right.
\end{aligned}
$$

Note that in the second half of this definition, $\eta$ is being mapped to the zero polynomial, i.e., $p=0$, as opposed to the empty word $\emptyset$. So this operator is a mapping into $\mathbb{R}\langle X\rangle$ and not into $X^{*}$. For any $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, this definition is extended linearly as

$$
\begin{aligned}
\xi^{-1}(c) & =\sum_{\eta \in X^{*}}(c, \eta) \xi^{-1}(\eta) \\
& =\sum_{\eta \in X^{*}}(c, \xi \eta) \eta
\end{aligned}
$$

In which case, $\xi^{-1}(\cdot)$ acts linearly on the $\mathbb{R}$-vector space $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, that is,

$$
\xi^{-1}\left(\alpha_{1} c_{1}+\alpha_{2} c_{2}\right)=\alpha_{1} \xi^{-1}\left(c_{1}\right)+\alpha_{2} \xi^{-1}\left(c_{2}\right)
$$

for all $\alpha_{i} \in \mathbb{R}$ and $c_{i} \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ (see Problem 2.2.3). Two key properties of left-shift operators are given in the following lemma.

Lemma 2.1 Let $x_{i} \in X$ and $\xi, \nu \in X^{*}$ be fixed. For any $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ it follows that:

1. $(\xi \nu)^{-1}(c)=\nu^{-1}\left(\xi^{-1}(c)\right)$
2. $x_{i}^{-1}(c d)=x_{i}^{-1}(c) d+(c, \emptyset) x_{i}^{-1}(d)$.

## Proof:

1. This property follows directly from the definition,

$$
\begin{aligned}
(\xi \nu)^{-1}(c) & =\sum_{\eta \in X^{*}}(c, \eta)(\xi \nu)^{-1}(\eta) \\
& =\sum_{\eta \in X^{*}}(c, \eta) \nu^{-1}\left(\xi^{-1}(\eta)\right) \\
& =\nu^{-1} \xi^{-1}\left(\sum_{\eta \in X^{*}}(c, \eta) \eta\right) \\
& =\nu^{-1} \xi^{-1}(c)
\end{aligned}
$$

2. For any $x_{i} \in X$ observe that

$$
\begin{aligned}
x_{i}^{-1}(c d) & =\sum_{\eta \in X^{*}}\left(c d, x_{i} \eta\right) \eta \\
& =\sum_{\eta \in X^{*}}\left(\sum_{x_{i} \eta=\xi \nu}(c, \xi)(d, \nu)\right) \eta \\
& =\sum_{\eta \in X^{*}}\left(\sum_{\eta=\xi \nu}\left(c, x_{i} \xi\right)(d, \nu)+(c, \emptyset)\left(d, x_{i} \eta\right)\right) \eta \\
& =\sum_{\eta \in X^{*}}\left(\sum_{\eta=\xi \nu}\left(x_{i}^{-1}(c), \xi\right)(d, \nu)\right) \eta+(c, \emptyset) \sum_{\eta \in X^{*}}\left(x_{i}^{-1}(d), \eta\right) \eta \\
& =x_{i}^{-1}(c) d+(c, \emptyset) x_{i}^{-1}(d) .
\end{aligned}
$$

### 2.3 The Ultrametric Space $\mathbb{R}^{\ell}\langle\langle\boldsymbol{X}\rangle\rangle$

It will be useful in a number of situations to provide the vector space $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ with a topological structure so that concepts like convergence are available. Convergence in this case does not mean convergence of a power series in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, but rather convergence of a sequence of power series in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$. The approach taken here employs the following notion of distance.

Definition 2.4 Given a set $S$, a function $\delta: S \times S \rightarrow \mathbb{R}$ is called an ultrametric if it satisfies the following properties for all $s, s^{\prime}, s^{\prime \prime} \in S$ :
i. $\delta\left(s, s^{\prime}\right) \geq 0$
ii. $\delta\left(s, s^{\prime}\right)=0$ if and only if $s=s^{\prime}$
iii. $\delta\left(s, s^{\prime}\right)=\delta\left(s^{\prime}, s\right)$
iv. $\delta\left(s, s^{\prime}\right) \leq \max \left\{\delta\left(s, s^{\prime \prime}\right), \delta\left(s^{\prime \prime}, s^{\prime}\right)\right\}$.

The pair $(S, \delta)$ is referred to as an ultrametric space.
In the event that property $i v$ is replaced with the triangle inequality,

$$
\begin{equation*}
\delta\left(s, s^{\prime}\right) \leq \delta\left(s, s^{\prime \prime}\right)+\delta\left(s^{\prime \prime}, s^{\prime}\right) \tag{2.3}
\end{equation*}
$$

$(S, \delta)$ is called a metric space. Clearly, iv implies (2.3) but not conversely. Thus, every ultrametric space is a metric space. Now for any fixed real number $\sigma$ such that $0<\sigma<1$, consider the mapping

$$
\begin{aligned}
\text { dist } & : \mathbb{R}^{\ell}\langle\langle X\rangle\rangle \times \mathbb{R}^{\ell}\langle\langle X\rangle\rangle \rightarrow \mathbb{R} \\
& :(c, d) \mapsto \sigma^{\operatorname{ord}(c-d)} .
\end{aligned}
$$

The following theorem is essential.
Theorem 2.1 The $\mathbb{R}$-vector space $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ with mapping dist is an ultrametric space.
Proof: The proof is left as an exercise (see Problem 2.3.1).

Example 2.8 Suppose $X=\{x\}$ and $\sigma=1 / 2$. If

$$
\begin{aligned}
& c=1+x+x^{2}+\cdots \\
& d=1+x+x^{2}
\end{aligned}
$$

then

$$
c-d=x^{3}+x^{4}+x^{5}+\cdots
$$

so that $\operatorname{ord}(c-d)=3$ and $\operatorname{dist}(c, d)=1 / 8$.

A sequence $\left\{s_{1}, s_{2}, \ldots\right\}$ in a metric space $S$ is said to converge to $s \in$ $S$, i.e., $\lim _{i \rightarrow \infty} s_{i}=s$, if $\lim _{i \rightarrow \infty} \delta\left(s_{i}, s\right)=0$. This means precisely that for every $\epsilon>0$ there exists a natural number $N_{\epsilon}$ such that $\delta\left(s_{i}, s\right)<$ $\epsilon$ when $i \geq N_{\epsilon}$. Any such limit point $s$ will always be unique (see Problem 2.3.2). As the ultrametric dist never exceeds one, there is no loss of generality in assuming that $0<\epsilon \leq 1$ when applying the definition to sequences in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$.

Example 2.9 Suppose $X=\{x\}$ and let

$$
\begin{aligned}
c & =1+x+x^{2}+\cdots \\
c_{i} & =1+x+\cdots+x^{i}, \quad i \geq 0 .
\end{aligned}
$$

Then $\operatorname{dist}\left(c_{i}, c\right)=\sigma^{i+1}$. For any $0<\epsilon \leq 1$, set $N_{\epsilon}=\lceil\log (\epsilon) / \log (\sigma)\rceil$, where $\lceil\cdot\rceil$ denotes the ceiling function. Then if $i \geq N_{\epsilon}$ it follows that $\sigma^{i+1}<\epsilon$. Therefore, $\lim _{i \rightarrow \infty} c_{i}=c$.

Example 2.10 Consider a proper series $c$ and the sequence $\left\{1, c, c^{2}, \ldots\right\}$, where $c^{i}$ denotes the catenation power, that is, $c^{i}:=c c \cdots c$, where $c$ appears $i$ times and $c^{0}:=1$. For any $i \geq 1$ observe

$$
\operatorname{dist}\left(c^{i}, 0\right)=\sigma^{\operatorname{ord}\left(c^{i}-0\right)}=\sigma^{i \operatorname{ord}(c)} .
$$

The properness of $c$ implies that $\operatorname{ord}(c)>0$. For any $0<\epsilon \leq 1$, set

$$
N_{\epsilon}=\left\lceil\frac{\log (\epsilon)}{\log \left(\sigma^{\operatorname{ord}(c)}\right)}\right\rceil+1,
$$

Then it follows that $i \geq N_{\epsilon}$ gives $\operatorname{dist}\left(c^{i}, 0\right)<\epsilon$, and thus, $\lim _{i \rightarrow \infty} c^{i}=$ 0.

Using the definition to prove that a given sequence in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ converges requires one to identify a priori a limit $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$. The classical way around this problem is to use the notion of a Cauchy sequence. A sequence $\left\{s_{1}, s_{2}, \ldots\right\}$ in any metric space $(S, \delta)$ is said to be a Cauchy sequence if for every $\epsilon>0$ there exists a natural number $N_{\epsilon}$ such that $\delta\left(s_{i}, s_{j}\right)<\epsilon$ whenever $i, j \geq N_{\epsilon}$. It is easily verified that every convergent sequence is a Cauchy sequence (see Problem 2.3.2). A metric space is said to be complete if every Cauchy sequence is convergent.

Theorem 2.2 The ultrametric space $\left(\mathbb{R}^{\ell}\langle\langle X\rangle\rangle\right.$, dist) is complete.
Proof: Let $\left\{c_{1}, c_{2}, \ldots\right\}$ be a Cauchy sequence in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$. Then for any $k \geq 0$ there exists a natural number $N_{k}$ such that $\operatorname{dist}\left(c_{i}, c_{j}\right)<$ $\sigma^{k}$ whenever $i, j \geq N_{k}$. Therefore, ord $\left(c_{i}-c_{j}\right)>k$, or equivalently, $\left(c_{i}, \eta\right)=\left(c_{j}, \eta\right)$ when $|\eta| \leq k$. Now define a new series $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ by setting


Fig. 2.1. The subsets in the definition of summable.

$$
(c, \eta)=\left(c_{N_{k}}, \eta\right), \quad \forall \eta \in X^{k}, \quad k \geq 0
$$

The claim is that $\lim _{i \rightarrow \infty} c_{i}=c$. Choose any $\epsilon>0$. Select integer $k \geq 0$ such that $\sigma^{k}<\epsilon$. Then for all $i \geq N_{k}$

$$
\operatorname{dist}\left(c_{i}, c\right)<\sigma^{k}<\epsilon
$$

This completes the proof.
Frequently, one encounters the situation where a family of formal power series needs to be added together to form a new series. If this family is infinite, it is not so obvious at first glance how such a sum should be defined. Clearly, the topological structure has to be involved. The following definition addresses this issue.

Definition 2.5 Let $\left\{c_{i}\right\}_{i \in I}$ be a family of series in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$. The family is said to be summable if there exists another series $c$ in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ with the property that for any $\epsilon>0$, there exists a finite subset $I_{\epsilon} \subset I$ such that for any other finite subset $J \subset I$ containing $I_{\epsilon}$ it follows that

$$
\operatorname{dist}\left(\sum_{j \in J} c_{j}, c\right)<\epsilon
$$

(see Figure 2.1).
The set $I_{\epsilon}$ denotes the smallest subset of series one must combine in order to get within $\epsilon$ of $c$. Including more terms, such as those in $J$,
can get one closer to $c$ but no further away than distance $\epsilon$. When $\left\{c_{i}\right\}_{i \in I}$ is summable, its sum will be written as $c=\sum_{i \in I} c_{i}$, and, in particular,

$$
(c, \eta)=\sum_{i \in I(\eta)}\left(c_{i}, \eta\right), \quad \eta \in X^{*}
$$

where $I(\eta):=\left\{i \in I:\left(c_{i}, \eta\right) \neq 0\right\}$. It is left to the reader to show that when the sum $c$ exists, it is unique. The following definition and theorem provide a convenient test for summability.

Definition 2.6 A family of series $\left\{c_{i}\right\}_{i \in I}$ in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is called locally finite if the set $I(\eta)$ is finite for every $\eta \in X^{*}$.
Theorem 2.3 If a family of series $\left\{c_{i}\right\}_{i \in I}$ in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is locally finite then it is summable.

Proof: For a locally finite family $\left\{c_{i}\right\}_{i \in I}$, define the series $c$ whose coefficients are given by the finite summations

$$
(c, \eta)=\sum_{i \in I(\eta)}\left(c_{i}, \eta\right), \forall \eta \in X^{*}
$$

To see that $c$ is indeed the sum of $\left\{c_{i}\right\}_{i \in I}$, choose any $\epsilon>0$, and let $k>0$ be an integer such that $\sigma^{k}<\epsilon$. Define the corresponding finite subset of $I$

$$
I_{\epsilon}=\bigcup_{|\xi|<k} I(\xi) .
$$

Now let $J$ be any finite subset of $I$ containing $I_{\epsilon}$. Assuming $c \neq \sum_{j \in J} c_{j}$ (i.e., the nontrivial case) then it follows that

$$
\begin{aligned}
\operatorname{ord}\left(\sum_{j \in J} c_{j}-c\right) & =\min \left\{|\eta|:\left(\sum_{j \in J} c_{j}-c, \eta\right) \neq 0, \eta \in X^{*}\right\} \\
& =\min \left\{|\eta|: \sum_{j \in J}\left(c_{j}, \eta\right) \neq(c, \eta), \eta \in X^{*}\right\} \\
& \geq k
\end{aligned}
$$

since for any word $\eta \in X^{*}$ with $|\eta|<k$

$$
\sum_{j \in J}\left(c_{j}, \eta\right)=\sum_{j \in I(\eta)}\left(c_{j}, \eta\right)=(c, \eta) .
$$

In which case,

$$
\operatorname{dist}\left(\sum_{j \in J} c_{j}, c\right)=\sigma^{\operatorname{ord}\left(c-\sum_{j \in J} c_{j}\right)} \leq \sigma^{k}<\epsilon
$$

Thus, the family $\left\{c_{i}\right\}_{i \in I}$ is summable, and $c$ is the corresponding sum.

Example 2.11 For any fixed series $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, where $X$ is an arbitrary alphabet, consider the family of series $\left\{c_{\eta}\right\}_{\eta \in X^{*}}$, where $c_{\eta}=(c, \eta) \eta$. Since the support of each series $c_{\eta}$ contains at most one word, the family is locally finite and the sum is obviously $c$. Furthermore, since these supports are pairwise disjoint, one can unambiguously represent the mapping $c: X^{*} \rightarrow \mathbb{R}^{\ell}$ using the series notation

$$
c=\sum_{\eta \in X^{*}} c_{\eta}=\sum_{\eta \in X^{*}}(c, \eta) \eta .
$$

Example 2.12 Suppose $X=\{x\}$ and consider the family of monomials $\left\{c_{i}\right\}_{i \in \mathbb{N}_{0}}$, where $c_{i}=\alpha_{i} x$ with $\alpha_{i} \neq 0$ for all $i \in \mathbb{N}_{0}$. Clearly $I(x)=\mathbb{N}_{0}$ is not finite. Therefore, the family $\left\{c_{i}\right\}_{i \in \mathbb{N}_{0}}$ is not locally finite. The question of whether the family is summable depends entirely on the coefficients. For example, if $\alpha_{i}=1 / i, i \in \mathbb{N}_{0}$, then it is not summable as the coefficient of $x$ in the corresponding sum is not finite. On the other hand, if $\alpha_{i}=1 / i!, i \in \mathbb{N}_{0}$, then this family has the $\operatorname{sum} c=\sum_{i \in \mathbb{N}_{0}} c_{i}=\mathrm{e} x$, where $\mathrm{e}=2.7182 \ldots$. This demonstrates that the converse of Theorem 2.3 is not true in general.

Example 2.13 Suppose $X$ is an arbitrary alphabet. Let $\left\{\alpha_{i}\right\}_{i \in \mathbb{N}_{0}}$ be any sequence of real numbers and $c \in \mathbb{R}\langle\langle X\rangle\rangle$ any proper series. Consider the family of series $\left\{\alpha_{i} c^{i}\right\}_{i \in \mathbb{N}_{0}}$. For any $i \in \mathbb{N}_{0}$ and $\eta \in X^{*}$ such that $i>|\eta|$, it is immediate that $\left(c^{i}, \eta\right)=0$ since ord $\left(c^{i}\right) \geq i$. Therefore, $I(\eta) \subseteq\{0,1, \ldots,|\eta|\}$. Thus, this family is locally finite, and hence summable. This fact allows one to extend the domain of definition for various real analytic functions from $\mathbb{R}$ to $\mathbb{R}\langle\langle X\rangle\rangle$. For example, given any proper $c \in \mathbb{R}\langle\langle X\rangle\rangle$, one can define:

$$
\begin{aligned}
c^{*} & =(1-c)^{-1}=\sum_{i=0}^{\infty} c^{i} \\
\mathrm{e}^{c} & =\sum_{i=0}^{\infty} c^{i} \frac{1}{i!} \\
\log (1+c) & =\sum_{i=1}^{\infty} c^{i} \frac{(-1)^{i-1}}{i}
\end{aligned}
$$

The first function above arises naturally in the study of rational series (Chapter 4), while the latter two functions are important when the free Lie algebra on $\mathbb{R}\langle X\rangle$ is considered (Chapter 5).

The final topic of this section is contractive mappings. This is a classic subject in the theory of metric spaces. Contractive mappings often arise in the study of differential equations, operator theory and functional analysis. Contractive mappings will be used in Chapter 3 to determine when the feedback interconnection of two input-output systems is well defined.

Definition 2.7 Let $(S, \delta)$ be a metric space. A mapping $\mathcal{T}: S \rightarrow S$ is called a contractive mapping if there exists a real number $0<\alpha<1$ such that

$$
\delta\left(\mathcal{T}(s), \mathcal{T}\left(s^{\prime}\right)\right) \leq \alpha \delta\left(s, s^{\prime}\right), \quad \forall s, s^{\prime} \in S
$$

Given any mapping, $\mathcal{T}$, a point $s^{*} \in S$ is said to be a fixed point if $\mathcal{T}\left(s^{*}\right)=s^{*}$. The following theorem gives a condition under which a fixed point exists and is unique.

Theorem 2.4 Let $(S, \delta)$ be a complete nonempty metric space. Then every contractive mapping $\mathcal{T}: S \rightarrow S$ has precisely one fixed point in $S$.

Proof: Select any $s_{1} \in S$ and generate a sequence in $S$ by the iteration $s_{i+1}=\mathcal{T}\left(s_{i}\right), i \geq 1$. It is first shown that if $\mathcal{T}$ is contractive then the sequence $\left\{s_{1}, s_{2}, \ldots\right\}$ is a Cauchy sequence. Observe that for any $i \geq 2$,

$$
\begin{aligned}
\delta\left(s_{i}, s_{i+1}\right) & =\delta\left(\mathcal{T}\left(s_{i-1}\right), \mathcal{T}\left(s_{i}\right)\right) \\
& \leq \alpha \delta\left(s_{i-1}, s_{i}\right) \\
& \leq \alpha^{2} \delta\left(s_{i-2}, s_{i-1}\right)
\end{aligned}
$$

$$
\leq \alpha^{i-1} \delta\left(s_{1}, s_{2}\right) .
$$

Applying the triangle inequality and using the assumption that $0<$ $\alpha<1$ gives for any $j>i \geq 1$

$$
\begin{aligned}
\delta\left(s_{i}, s_{j}\right) & \leq \delta\left(s_{i}, s_{i+1}\right)+\delta\left(s_{i+1}, s_{i+2}\right)+\cdots+\delta\left(s_{j-1}, s_{j}\right) \\
& \leq\left(\alpha^{i-1}+\alpha^{i}+\cdots+\alpha^{j-2}\right) \delta\left(s_{1}, s_{2}\right) \\
& =\alpha^{i-1} \frac{1-\alpha^{j-i}}{1-\alpha} \delta\left(s_{1}, s_{2}\right) \\
& <\frac{\alpha^{i-1}}{1-\alpha} \delta\left(s_{1}, s_{2}\right) .
\end{aligned}
$$

Clearly, the right-hand side of the last inequality above can be made arbitrarily small by choosing a sufficiently large $i$. This proves that $\left\{s_{1}, s_{2}, \ldots\right\}$ is a Cauchy sequence. Since $S$ is assumed to be a complete metric space, there must exist a unique element $s^{*} \in S$ such that $\lim _{i \rightarrow \infty} s_{i}=s^{*}$.

It is next shown that $s^{*}$ is the unique fixed point of $\mathcal{T}$. Observe that

$$
\begin{aligned}
\delta\left(s^{*}, \mathcal{T}\left(s^{*}\right)\right) & \leq \delta\left(s^{*}, s_{i}\right)+\delta\left(s_{i}, \mathcal{T}\left(s^{*}\right)\right) \\
& \leq \delta\left(s^{*}, s_{i}\right)+\alpha \delta\left(s_{i-1}, s^{*}\right) .
\end{aligned}
$$

However, it was just shown that $\lim _{i \rightarrow \infty} s_{i}=s^{*}$. So after taking the same limit above, one must conclude that $\delta\left(s^{*}, \mathcal{T}\left(s^{*}\right)\right)=0$, or equivalently, $s^{*}=\mathcal{T}\left(s^{*}\right)$. Suppose $\mathcal{T}$ has a second fixed point $\tilde{s}^{*}$. Then

$$
\begin{aligned}
\delta\left(s^{*}, \tilde{s}^{*}\right) & =\delta\left(\mathcal{T}\left(s^{*}\right), \mathcal{T}\left(\tilde{s}^{*}\right)\right) \\
& \leq \alpha \delta\left(s^{*}, \tilde{s}^{*}\right),
\end{aligned}
$$

which implies that $\delta\left(s^{*}, \tilde{s}^{*}\right)=0$ since $0<\alpha<1$. Hence, $s^{*}=\tilde{s}^{*}$.

Example 2.14 Consider the function

$$
f(z)=z+\frac{\pi}{2}-\tan ^{-1}(z)
$$

on $\mathbb{R}$. The set $\mathbb{R}$ is known to be a complete metric space under the metric $\delta\left(z, z^{\prime}\right)=\left|z-z^{\prime}\right|$. Clearly, for every $z \in \mathbb{R}$

$$
f^{\prime}(z)=1-\frac{1}{1+z^{2}}<1 .
$$

For any $z, z^{\prime} \in \mathbb{R}$ with $z<z^{\prime}$, it follows from the mean-value theorem that there is some $\tilde{z} \in\left(z, z^{\prime}\right)$ such that

$$
\begin{align*}
\left|f(z)-f\left(z^{\prime}\right)\right| & =\left|f^{\prime}(\tilde{z})\right|\left|z-z^{\prime}\right| \\
& <\left|z-z^{\prime}\right| . \tag{2.4}
\end{align*}
$$

This is a slightly weaker condition than that required for a contraction. Therefore, Theorem 2.4 does not apply. Observe that a fixed point, $z^{*}$, would have to satisfy $f\left(z^{*}\right)=z^{*}$, which in this case is precisely equivalent to requiring that $\tan ^{-1}\left(z^{*}\right)=\pi / 2$. But no such number $z^{*}$ exists in $\mathbb{R}$. Hence, (2.4) does not guarantee the existence of a fixed point in general. It does, however, provide for uniqueness when a fixed point is known to exist by other means (see Problem 2.3.6).

### 2.4 The Shuffle Product

In this section, a new product on $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is considered, the shuffle product. It is probably the most important product after the catenation product for analyzing nonlinear systems in a formal power series setting. The following definition describes the basic idea when only words are involved. But the goal is to eventually define a shuffle algebra on $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$.
Definition 2.8 The shuffle of two words $\eta, \xi \in X^{*}$ is defined to be the language

$$
\begin{gathered}
\mathbb{S}_{\eta, \xi}=\left\{\nu \in X^{*}: \nu=\eta_{1} \xi_{1} \eta_{2} \xi_{2} \cdots \eta_{n} \xi_{n}, \eta_{i}, \xi_{i} \in X^{*},\right. \\
\left.\eta=\eta_{1} \eta_{2} \cdots \eta_{n}, \xi=\xi_{1} \xi_{2} \cdots \xi_{n}, n \geq 1\right\} .
\end{gathered}
$$

In particular, $\mathbb{S}_{\eta, \emptyset}=\{\eta\}$ and $\mathbb{S}_{\emptyset, \xi}=\{\xi\}$.
This shuffle operation most likely derives its name from the manner in which playing cards are mixed, that is, $\eta$ and $\xi$ are combined so as to preserve the relative ordering of their respective components. For example, the word $\eta_{i}$ is to the left of $\eta_{i+1}$ before and after the shuffle operation is performed. An equivalent definition of the shuffle with a more combinatorial flavor can be given in terms of set bisections. For any integer $n \geq 0$, let $[n]=\{1,2, \ldots, n\}$ with $[0]=\emptyset$. A pair of subsets $(I, J)$ is a bisection of $[n]$ if $I \cup J=[n]$ and $I \cap J=\emptyset$. Given a word $\nu=\nu_{1} \nu_{2} \cdots \nu_{\ell}$ with $\nu_{i} \in X$ and a subset $I=\left\{i_{1}<i_{2}<\cdots<i_{k}\right\}$ of $[|\nu|]$, let $\nu_{I}=\nu_{i_{1}} \nu_{i_{2}} \cdots \nu_{i_{k}}$ denote a subword of $\nu$. For example, if


Fig. 2.2. Two paths corresponding to the word $x_{0} x_{1}^{2} x_{0}$ in the shuffle language in Example 2.15.
$\nu=x_{0} x_{1} x_{0} x_{1}$ and $I=\{2,4\}$ then $\nu_{I}=x_{1}^{2}$. It is easily verified that $\nu \in \mathbb{S}_{\eta, \xi}$ if and only if there exists a bisection $(I, J)$ of $[|\nu|]$ such that $\nu_{I}=\eta$ and $\nu_{J}=\xi$. Therefore, any $\nu \in \mathbb{S}_{\eta, \xi}$ satisfies $|\nu|=|\eta|+|\xi|$, and, in general $\mathbb{S}_{\eta, \xi}$ can contain at most

$$
\binom{|\eta|+|\xi|}{|\eta|}
$$

distinct words.
Example 2.15 Suppose $X=\left\{x_{0}, x_{1}\right\}, \eta=x_{0} x_{1}$ and $\xi=x_{1} x_{0}$. A systematic way to construct a word in the shuffle language $\mathbb{S}_{\eta, \xi}$ is to create a table as shown in Figure 2.2, where the rows are labeled from top to bottom with the letters of $\eta$, and the columns are labeled from left to right with the letters of $\xi$. Consider a path connecting point A to point B , where one is only permitted to move down and to the right. With each path one can associate a single word in $\mathbb{S}_{\eta, \xi}$ by keeping track of which rows and columns have been traversed. For example, the two paths corresponding to the word $x_{0} x_{1}^{2} x_{0}$ are shown in the figure. Proceeding in this way, the complete shuffle language is found to be

$$
\mathbb{S}_{\eta, \xi}=\left\{x_{0} x_{1}^{2} x_{0}, x_{0} x_{1} x_{0} x_{1}, x_{1} x_{0} x_{1} x_{0}, x_{1} x_{0}^{2} x_{1}\right\} .
$$

A third equivalent definition of the shuffle can be given recursively in terms of formal polynomials. This approach has two advantages: it is
more computational in nature, and it is easier to determine when words have a multiplicity greater than one, i.e. when they can be generated by more than one bisection or path in the context of the previous definitions.
Definition 2.9 The shuffle product of two words is

$$
\begin{equation*}
\left(x_{i} \eta\right) ш\left(x_{j} \xi\right)=x_{i}\left(\eta ш\left(x_{j} \xi\right)\right)+x_{j}\left(\left(x_{i} \eta\right) ш \xi\right), \tag{2.5}
\end{equation*}
$$

where $x_{i}, x_{j} \in X, \eta, \xi \in X^{*}$ and with $\eta ш \emptyset=\emptyset ш \eta=\eta .{ }^{3}$
The claim, which is left to the reader to verify, is that

$$
\mathbb{S}_{\eta, \xi}=\operatorname{supp}(\eta ш \xi)
$$

Example 2.16 Reconsider the previous example where $\eta=x_{0} x_{1}$ and $\xi=x_{1} x_{0}$. Then

$$
\begin{aligned}
x_{0} x_{1} ш x_{1} x_{0} & =x_{0}\left(x_{1} ш x_{1} x_{0}\right)+x_{1}\left(x_{0} x_{1} ш x_{0}\right) \\
& =x_{0}\left[x_{1}^{2} x_{0}+x_{1}\left(x_{1} ш x_{0}\right)\right]+x_{1}\left[x_{0}\left(x_{1} ш x_{0}\right)+x_{0}^{2} x_{1}\right] \\
& =2 x_{0} x_{1}^{2} x_{0}+x_{0} x_{1} x_{0} x_{1}+x_{1} x_{0} x_{1} x_{0}+2 x_{1} x_{0}^{2} x_{1} .
\end{aligned}
$$

Thus, six words are generated by this product, but two of them have multiplicity 2. Furthermore,

$$
\begin{aligned}
\operatorname{supp}\left(x_{0} x_{1} ш x_{1} x_{0}\right) & =\left\{x_{0} x_{1}^{2} x_{0}, x_{0} x_{1} x_{0} x_{1}, x_{1} x_{0} x_{1} x_{0}, x_{1} x_{0}^{2} x_{1}\right\} \\
& =\mathbb{S}_{\eta, \xi}
\end{aligned}
$$

Example 2.17 Given a language $L \subseteq X^{*}$, the characteristic series of $L$ is the element in $\mathbb{R}\langle\langle X\rangle\rangle$ defined by $\operatorname{char}(L)=\sum_{\nu \in L} \nu$. Suppose, for example, $X=\left\{x_{0}, x_{1}\right\}$. Then

$$
\begin{aligned}
\operatorname{char}(X) & =x_{0}+x_{1}=x_{0} ш \emptyset+\emptyset ш x_{1} \\
& =\sum_{\substack{r_{0}, r_{1} \geq 0 \\
r_{0}+r_{1}=1}} x_{0}^{r_{0}} ш x_{1}^{r_{1}} .
\end{aligned}
$$

[^4]Similarly,

$$
\begin{aligned}
\operatorname{char}\left(X^{2}\right) & =x_{0}^{2}+x_{0} x_{1}+x_{1} x_{0}+x_{1}^{2} \\
& =x_{0}^{2} \amalg \emptyset+x_{0} \amalg x_{1}+\emptyset ш x_{1}^{2} \\
& =\sum_{\substack{r_{0}, r_{1} \geq 0 \\
r_{0}+r_{1}=2}} x_{0}^{r_{0}} \varpi x_{1}^{r_{1}} .
\end{aligned}
$$

An inductive argument for an arbitrary alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ produces the useful identity

$$
\begin{equation*}
\operatorname{char}\left(X^{k}\right)=\sum_{\substack{r_{0}, r_{1}, \ldots, r_{m} \geq 0 \\ r_{0}+r_{1}+\cdots+r_{m}=k}} x_{0}^{r_{0}} ш x_{1}^{r_{1}} ш \cdots ш x_{m}^{r_{m}}, \quad k \geq 0 \tag{2.6}
\end{equation*}
$$

(see Problem 2.4.6).

The definition of the shuffle product is extended linearly to any two series $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ by letting

$$
\begin{equation*}
c \sqcup d=\sum_{\eta, \xi \in X^{*}}(c, \eta)(d, \xi) \eta \sqcup \xi . \tag{2.7}
\end{equation*}
$$

For a fixed $\nu \in X^{*}$, the coefficient

$$
(c ш d, \nu)=(c, \eta)(d, \xi)(\eta ш \xi, \nu)=0, \quad|\eta|+|\xi| \neq|\nu| .
$$

Hence, the infinite sum in (2.7) is well defined since the family of polynomials $\{\eta \amalg \xi\}_{(\eta, \xi) \in X^{*} \times X^{*}}$ is locally finite, i.e., $I(\nu) \subseteq\{(\eta, \xi) \in$ $\left.X^{*} \times X^{*}:|\eta|+|\xi|=|\nu|\right\}$ is finite for every $\nu \in X^{*}$. Given two series $c, d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ the shuffle product $c ш d$ is defined componentwise, i.e., the $i$-th component series of $c \sqcup d$ is $(c \sqcup d)_{i}=c_{i} \amalg d_{i}$, where $1 \leq i \leq \ell$.

Example 2.18 Reconsider Example 2.6 where $X=\left\{x_{0}, x_{1}\right\}$ and

$$
c=2 x_{0} x_{1}, \quad d=x_{0}+x_{1}
$$

Observe that

$$
\begin{aligned}
c \sqcup d & =2\left[x_{0} x_{1} ш x_{0}\right]+2\left[x_{0} x_{1} ш x_{1}\right] \\
& =2\left(x_{0}\left[x_{1} ш x_{0}\right]+x_{0}\left[x_{0} x_{1} ш \emptyset\right]\right)+2\left(x_{0}\left[x_{1} ш x_{1}\right]+x_{1}\left[x_{0} x_{1} ш \emptyset\right]\right) \\
& =2 x_{0}\left(x_{1} x_{0}+x_{0} x_{1}+x_{0} x_{1}\right)+2\left(2 x_{0} x_{1}^{2}+x_{1} x_{0} x_{1}\right)
\end{aligned}
$$

$$
=4 x_{0}^{2} x_{1}+2 x_{0} x_{1} x_{0}+2 x_{1} x_{0} x_{1}+4 x_{0} x_{1}^{2}
$$

and

$$
\begin{aligned}
d ш c & =2\left[x_{0} ш x_{0} x_{1}\right]+2\left[x_{1} ш x_{0} x_{1}\right] \\
& =2\left(x_{0}\left[\emptyset ш x_{0} x_{1}\right]+x_{0}\left[x_{0} ш x_{1}\right]\right)+2\left(x_{1}\left[\emptyset ш x_{0} x_{1}\right]+x_{0}\left[x_{1} ш x_{1}\right]\right) \\
& =2\left(x_{0}^{2} x_{1}+x_{0}\left(x_{0} x_{1}+x_{1} x_{0}\right)\right)+2\left(x_{1} x_{0} x_{1}+2 x_{0} x_{1}^{2}\right) \\
& =4 x_{0}^{2} x_{1}+2 x_{0} x_{1} x_{0}+2 x_{1} x_{0} x_{1}+4 x_{0} x_{1}^{2} \\
& =c ш d .
\end{aligned}
$$

In general, the shuffle product is commutative. It is also associative and distributes over addition. Thus, $\mathbb{R}\langle\langle X\rangle\rangle$ forms a commutative $\mathbb{R}$-algebra, the shuffle algebra, with multiplicative identity element 1 . In addition, the shuffle algebra is an integral domain, namely, it has the property that $c ш d=0$ if and only if at least one of its arguments is the zero series (see Problem 2.4.1). This fact yields another basic property of the shuffle product. Using the property that $\operatorname{ord}(c+d) \geq \min (\operatorname{ord}(c), \operatorname{ord}(d))$, it is easy to see in general that $\operatorname{ord}(c \sqcup d) \geq \operatorname{ord}(c)+\operatorname{ord}(d)$. But the following stronger claim holds.

Lemma 2.2 For any $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$, ord $(c \pm d)=\operatorname{ord}(c)+\operatorname{ord}(d)$.
Proof: Consider only the nontrivial case where both $c$ and $d$ are not zero. Define the nonzero polynomials $p, q \in \mathbb{R}\langle X\rangle$ by $c=p+c^{\prime}$ and $d=q+d^{\prime}$, where $p$ is the homogeneous part of $c$ satisfying $\operatorname{ord}(p)=$ $\operatorname{ord}(c)$ and $\operatorname{ord}\left(c^{\prime}\right)=\operatorname{ord}(c-p)>\operatorname{ord}(c)$, and likewise for $q$. In which case,

$$
c \sqcup d=\left(p+c^{\prime}\right) ш\left(q+d^{\prime}\right)=p ш q+p ш d^{\prime}+c^{\prime} \amalg q+c^{\prime} ш d^{\prime} .
$$

As the shuffle algebra is an integral domain, it is immediate that $p \sqcup q \neq 0$ and $\operatorname{ord}(p ш q)=\operatorname{ord}(p)+\operatorname{ord}(q)=\operatorname{ord}(c)+\operatorname{ord}(d)$. Furthermore, each of the last three terms has order exceeding $\operatorname{ord}(c)+\operatorname{ord}(d)$, for example, $\operatorname{ord}\left(p \sqcup d^{\prime}\right) \geq \operatorname{ord}(p)+\operatorname{ord}\left(d^{\prime}\right)>\operatorname{ord}(c)+\operatorname{ord}(d)$. Therefore, the identity in question must hold.

As alluded to earlier, the shuffle algebra plays a central role in the analysis of nonlinear systems. To better understand this connection,
let $\left\{u_{0}, u_{1}, \ldots, u_{m}\right\}$ be a fixed set of piecewise continuous real-valued functions defined on a finite interval $\left[t_{0}, t_{1}\right]$. For any word $\eta \in X^{+}$ define recursively the iterated integral

$$
E_{\eta}[u]\left(t, t_{0}\right)=E_{x_{i} \eta^{\prime}}[u]\left(t, t_{0}\right)=\int_{t_{0}}^{t} u_{i}(\tau) E_{\eta^{\prime}}[u]\left(\tau, t_{0}\right) d \tau
$$

with $E_{\emptyset}[u]\left(t, t_{0}\right)=1$ for all $t \in\left[t_{0}, t_{1}\right]$. For any polynomial $p \in \mathbb{R}\langle X\rangle$ extend this definition as

$$
E_{p}[u]\left(t, t_{0}\right)=\sum_{\eta \in X^{*}}(p, \eta) E_{\eta}[u]\left(t, t_{0}\right) .
$$

Let $\mathcal{E}(\mathbb{R}\langle X\rangle)$ denote the set of all such finite linear combinations of iterated integrals. Clearly, $\mathcal{E}(\mathbb{R}\langle X\rangle)$ forms an $\mathbb{R}$-vector space. The following lemma provides additional algebraic structure.

Lemma 2.3 For any $\eta, \xi \in X^{*}$

$$
E_{\eta}[u]\left(t, t_{0}\right) E_{\xi}[u]\left(t, t_{0}\right)=E_{\eta \varpi \xi}[u]\left(t, t_{0}\right) .
$$

Proof: The claim is trivially true when $|\eta|+|\xi|=0$ and $|\eta|+|\xi|=1$. Assume it holds up to the case where $|\eta|+|\xi|=n \geq 1$, and suppose for example that $\xi$ is nonempty. Then via integration by parts formula

$$
U V=\int d U V+\int U d V
$$

it follows for any $x_{i} \in X$ that

$$
\begin{aligned}
E_{x_{i} \eta}[u]\left(t, t_{0}\right) E_{\xi}[u]\left(t, t_{0}\right)= & \int_{t_{0}}^{t} u_{i}(\tau) E_{\eta}[u]\left(\tau, t_{0}\right) E_{\xi}[u]\left(\tau, t_{0}\right) d \tau+ \\
& \quad \int_{t_{0}}^{t} u_{j}(\tau) E_{x_{i} \eta}[u]\left(\tau, t_{0}\right) E_{\xi^{\prime}}[u]\left(\tau, t_{0}\right) d \tau \\
= & E_{x_{i}(\eta ш \xi)+x_{j}\left(\left(x_{i} \eta\right) ш \xi^{\prime}\right)}[u]\left(t, t_{0}\right) \\
= & E_{\left(x_{i} \eta\right) ш \xi}[u]\left(t, t_{0}\right),
\end{aligned}
$$

where $\xi=x_{j} \xi^{\prime}$. Hence, by induction, the identity holds for all words $\eta, \xi \in X^{*}$.

The vector space $\mathcal{E}(\mathbb{R}\langle X\rangle)$ thus forms an associative and commutative $\mathbb{R}$-algebra with product $E_{p} E_{q}=E_{p ш q}$ and multiplicative identity
element $E_{1}=1$. It will be shown in Chapter 3 (see Theorems 3.5 and 3.38) that the mapping

$$
\begin{aligned}
& \rho: \mathcal{E}(\mathbb{R}\langle X\rangle) \rightarrow \mathbb{R}\langle X\rangle \\
& \quad: E_{p} \mapsto p
\end{aligned}
$$

is well defined and bijective. Thus, this $\mathbb{R}$-algebra is isomorphic to the shuffle $\mathbb{R}$-algebra on $\mathbb{R}\langle X\rangle$ since

$$
\begin{aligned}
\rho\left(E_{p} E_{q}\right) & =\rho\left(E_{p ш q}\right)=p \varpi q \\
& =\rho\left(E_{p}\right) ш \rho\left(E_{q}\right)
\end{aligned}
$$

for all $p, q \in \mathbb{R}\langle X\rangle$ and $\rho\left(E_{1}\right)=1$. This shuffle isomorphism, or more precisely its extension in Chapter 3 to $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, means that the shuffle product underlies any calculation that involves the product of iterated integrals. As will be seen shortly, this happens naturally when inputoutput systems are interconnected.

The section is concluded by describing how the left-shift operator interacts with the shuffle product.

Theorem 2.5 The left-shift operator acts as a derivation on the shuffle product, i.e., for $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ and $x_{k} \in X$

$$
x_{k}^{-1}(c ш d)=x_{k}^{-1}(c) ш d+c ш x_{k}^{-1}(d) .
$$

Proof: First consider the identity when restricted to words $\eta, \xi \in X^{*}$. If either word is the empty word then the claim is trivial. If $\eta, \xi \in X^{+}$ then let $\eta=x_{i} \eta^{\prime}$ and $\xi=x_{j} \xi^{\prime}$ and observe for any $x_{k} \in X$ that

$$
\begin{aligned}
x_{k}^{-1}(\eta ш \xi) & =x_{k}^{-1}\left(x_{i}\left(\eta^{\prime} ш \xi\right)+x_{j}\left(\eta ш \xi^{\prime}\right)\right) \\
& =\delta_{k i}\left(\eta^{\prime} ш \xi\right)+\delta_{k j}\left(\eta ш \xi^{\prime}\right) \\
& =\left(\delta_{k i} \eta^{\prime}\right) ш \xi+\eta ш\left(\delta_{k j} \xi^{\prime}\right) \\
& =x_{k}^{-1}(\eta) ш \xi+\eta ш x_{k}^{-1}(\xi),
\end{aligned}
$$

where

$$
\delta_{i j}=\left\{\begin{array}{l}
1: i=j \\
0: \text { otherwise }
\end{array}\right.
$$

Now in the general case,
$x_{k}^{-1}(c ш d)=\sum_{\eta, \xi \in X^{*}}(c, \eta)(d, \xi) x_{k}^{-1}(\eta ш \xi)$


Fig. 2.3. The commutative diagram for the mappings $\mathcal{B}$ and $\mathcal{L}$ in Definition 2.10.

$$
\begin{aligned}
& =\sum_{\eta, \xi \in X^{*}}(c, \eta)(d, \xi) x_{k}^{-1}(\eta) ш \xi+\sum_{\eta, \xi \in X^{*}}(c, \eta)(d, \xi) \eta \amalg x_{k}^{-1}(\xi) \\
& =x_{k}^{-1}(c) ш d+c ш x_{k}^{-1}(d)
\end{aligned}
$$

### 2.5 Catenation-Shuffle Product Duality

In this section, a duality is presented between the catenation product and the shuffle product when each is viewed as a linear mapping on a tensor product space. A few preliminary concepts need to be established first before the precise sense of this duality can be described.

Let $V_{1}, V_{2}$, and $V_{3}$ be three arbitrary vector spaces over $\mathbb{R}$. Consider an $\mathbb{R}$-bilinear map of the form $\mathcal{B}: V_{1} \times V_{2} \rightarrow V_{3}$, that is, a map where

$$
\begin{aligned}
\mathcal{B}(\alpha w+\beta x, y) & =\alpha \mathcal{B}(w, y)+\beta \mathcal{B}(x, y) \\
\mathcal{B}(x, \alpha y+\beta z) & =\alpha \mathcal{B}(x, y)+\beta \mathcal{B}(x, z)
\end{aligned}
$$

for all $\alpha, \beta \in \mathbb{R}, w, x \in V_{1}$ and $y, z \in V_{2}$. In this context, consider the following definition.

Definition 2.10 The tensor product space $V_{1} \otimes V_{2}$ is another vector space on which there exists a unique $\mathbb{R}$-linear mapping $\mathcal{L}: V_{1} \otimes V_{2} \rightarrow V_{3}$ such that

$$
\begin{equation*}
\mathcal{B}(x, y)=\mathcal{L}(x \otimes y), \quad \forall x \in V_{1}, y \in V_{2} \tag{2.8}
\end{equation*}
$$

(see Figure 2.3).

Example 2.19 Let $V_{1}=V_{2}=\mathbb{R}^{2}$ and $V_{3}=\mathbb{R}$ with their usual $\mathbb{R}$ vector space structures. For any matrix $A \in \mathbb{R}^{2 \times 2}$, a corresponding $\mathbb{R}$-bilinear mapping of the form $\mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ is

$$
\begin{aligned}
\mathcal{B}:(x, y) \mapsto x^{T} A^{T} y & =a_{11} x_{1} y_{1}+a_{21} x_{1} y_{2}+a_{12} x_{2} y_{1}+a_{22} x_{2} y_{2} \\
& =\left[\begin{array}{llll}
a_{11} & a_{21} & a_{12} & a_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} y_{1} \\
x_{1} y_{2} \\
x_{2} y_{1} \\
x_{2} y_{2}
\end{array}\right] \\
& =\operatorname{vec}(A)^{T}(x \otimes y),
\end{aligned}
$$

where $\operatorname{vec}(\cdot)$ is the matrix column stacking operator, and $\otimes$ is the Kronecker matrix product. Therefore $\mathcal{B}$ can be made to look like a map of the form $\mathbb{R}^{4} \rightarrow \mathbb{R}$ in which

$$
\begin{align*}
x \otimes y+x^{\prime} \otimes y & =\left(x+x^{\prime}\right) \otimes y  \tag{2.9}\\
x \otimes y+x \otimes y^{\prime} & =x \otimes\left(y+y^{\prime}\right)  \tag{2.10}\\
\alpha(x \otimes y) & =(\alpha x) \otimes y=x \otimes(\alpha y) \tag{2.11}
\end{align*}
$$

for all $x, x^{\prime}, y, y^{\prime} \in \mathbb{R}^{2}$ and $\alpha \in \mathbb{R}$. Taking $e_{1}=[10]^{T}$ and $e_{2}=[01]^{T}$ as a basis for $\mathbb{R}^{2}$, a corresponding basis for the vector space $\mathbb{R}^{2} \otimes \mathbb{R}^{2}$ is $\left\{e_{1} \otimes e_{1}, e_{1} \otimes e_{2}, e_{2} \otimes e_{1}, e_{2} \otimes e_{2}\right\}$ so that

$$
\begin{equation*}
x \otimes y=\sum_{i, j=1}^{2} x_{i} y_{j}\left(e_{i} \otimes e_{j}\right) \tag{2.12}
\end{equation*}
$$

In this coordinate system, vector addition and scalar multiplication are defined in the usual way to provide an $\mathbb{R}$-vector space structure for $\mathbb{R}^{2} \otimes \mathbb{R}^{2}$. It is then straightforward to verify that

$$
\begin{align*}
\mathcal{L} & : \mathbb{R}^{2} \otimes \mathbb{R}^{2} \rightarrow \mathbb{R} \\
& : x \otimes y \mapsto \operatorname{vec}(A)^{T}(x \otimes y) \tag{2.13}
\end{align*}
$$

is an $\mathbb{R}$-linear map satisfying the identity (2.8) (see Problem 2.5.1).

Next consider the following two concepts.
Definition 2.11 A scalar product on an $\mathbb{R}$-vector space $V$ is an $\mathbb{R}$-bilinear mapping $(\cdot, \cdot)_{V}: V \times V \rightarrow \mathbb{R}$ with the following properties:
i. $(x, x)_{V} \geq 0, \forall x \in V$
ii. $(x, x)_{V}=0$ if and only if $x=0$
iii. $\left(x, x^{\prime}\right)_{V}=\left(x^{\prime}, x\right)_{V}, \forall x, x^{\prime} \in V$.

Example 2.20 Suppose $V_{1}=\mathbb{R}^{2}$ with the scalar product $\left(x, x^{\prime}\right)_{V_{1}}=$ $x^{T} x^{\prime}$. Observe from the previous example that (2.12) can be written as

$$
x \otimes y=\sum_{i, j=1}^{2}\left(x \otimes y, e_{i} \otimes e_{j}\right) e_{i} \otimes e_{j}
$$

where $\left(x \otimes y, e_{i} \otimes e_{j}\right):=\left(x^{T} e_{i}\right)\left(y^{T} e_{j}\right)=x_{i} y_{j}$. This in turn induces a scalar product on $V_{2}=\mathbb{R}^{2} \otimes \mathbb{R}^{2}$, namely,

$$
\begin{aligned}
\left(x \otimes y, x^{\prime} \otimes y^{\prime}\right)_{V_{2}} & =\sum_{i, j=1}^{2}\left(x \otimes y, e_{i} \otimes e_{j}\right)\left(x^{\prime} \otimes y^{\prime}, e_{i} \otimes e_{j}\right) \\
& =\sum_{i, j=1}^{2} x_{i} y_{j} x_{i}^{\prime} y_{j}^{\prime} \\
& =\left(x, x^{\prime}\right)_{V_{1}}\left(y, y^{\prime}\right)_{V_{1}}
\end{aligned}
$$

Definition 2.12 Given any $\mathbb{R}$-linear mapping $\mathcal{T}: V_{1} \rightarrow V_{2}$, where each vector space has a scalar product, an adjoint of $\mathcal{T}$ is any $\mathbb{R}$ linear map $\mathcal{T}^{*}: V_{2} \rightarrow V_{1}$ which satisfies the identity

$$
(\mathcal{T}(x), y)_{V_{2}}=\left(x, \mathcal{T}^{*}(y)\right)_{V_{1}}, \quad \forall x \in V_{1}, y \in V_{2}
$$

The following example illustrates that for finite dimensional spaces such an adjoint map always exists and corresponds uniquely to the transpose of any matrix representation of $\mathcal{T}$.

Example 2.21 Suppose $V_{1}=\mathbb{R}^{n}$ and $V_{2}=\mathbb{R}^{m}$ with the respective scalar products

$$
\begin{aligned}
& \left(x_{1}, x_{2}\right)_{\mathbb{R}^{n}}=x_{1}^{T} x_{2} \\
& \left(y_{1}, y_{2}\right)_{\mathbb{R}^{m}}=y_{1}^{T} y_{2}
\end{aligned}
$$

If $\mathcal{A}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}: x \mapsto y=A x$ for some matrix $A \in \mathbb{R}^{m \times n}$ then the adjoint of $\mathcal{A}$ must satisfy

$$
(A x, y)_{\mathbb{R}^{m}}=x^{T} A^{T} y=\left(x, A^{T} y\right)_{\mathbb{R}^{n}} .
$$

Therefore, $\mathcal{A}^{*}: y \mapsto A^{T} y$.

The desired catenation-shuffle duality is now described using scalar products on the infinite dimensional vector spaces $V_{1}=\mathbb{R}\langle X\rangle$ and $V_{2}=\mathbb{R}\langle X\rangle \otimes \mathbb{R}\langle X\rangle$. Their spanning sets are taken to be $X^{*}$ and $X^{*} \otimes X^{*}$, respectively, so that

$$
\begin{aligned}
(p, q)_{V_{1}} & =\sum_{\eta \in X^{*}}(p, \eta)(q, \eta) \\
(p \otimes q, r \otimes s)_{V_{2}} & =\sum_{\eta, \eta^{\prime} \in X^{*}}\left(p \otimes q, \eta \otimes \eta^{\prime}\right)\left(r \otimes s, \eta \otimes \eta^{\prime}\right) \\
& =\sum_{\eta, \eta^{\prime} \in X^{*}}(p, \eta)\left(q, \eta^{\prime}\right)(r, \eta)\left(s, \eta^{\prime}\right) \\
& =(p, r)_{V_{1}}(q, s)_{V_{1}} .
\end{aligned}
$$

(Henceforth, the subscripts on these scalar products will be omitted.) Also observe that $X^{*} \otimes X^{*}$ forms a monoid under the catenation product $\left(\eta \otimes \eta^{\prime}\right)\left(\xi \otimes \xi^{\prime}\right)=\left(\eta \xi \otimes \eta^{\prime} \xi^{\prime}\right)$, which can be extended linearly so that $\mathbb{R}\langle X\rangle \otimes \mathbb{R}\langle X\rangle$ is an $\mathbb{R}$-algebra under this catenation product. Likewise, one can define $\left(\eta \otimes \eta^{\prime}\right) ш\left(\xi \otimes \xi^{\prime}\right)=(\eta ш \xi) \otimes\left(\eta^{\prime} ш \xi^{\prime}\right)$ to yield a shuffle algebra on $\mathbb{R}\langle X\rangle \otimes \mathbb{R}\langle X\rangle$.

The catenation product and the shuffle product can now be identified, respectively, with the $\mathbb{R}$-linear mappings:

$$
\begin{aligned}
\text { cat } & : \mathbb{R}\langle X\rangle \otimes \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle X\rangle \\
& : p \otimes q \mapsto p q \\
\text { sh }: & \mathbb{R}\langle X\rangle \otimes \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle X\rangle \\
& : p \otimes q \mapsto p ш q .
\end{aligned}
$$

The corresponding adjoint mappings cat* and sh* are then $\mathbb{R}$-linear mappings of the form $\mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle X\rangle \otimes \mathbb{R}\langle X\rangle$ which satisfy, respectively, the identities:

$$
\begin{align*}
(\operatorname{cat}(p \otimes q), r) & =\left(p \otimes q, \operatorname{cat}^{*}(r)\right)  \tag{2.14}\\
(\operatorname{sh}(p \otimes q), r) & =\left(p \otimes q, \operatorname{sh}^{*}(r)\right) \tag{2.15}
\end{align*}
$$

for all $p, q, r \in \mathbb{R}\langle X\rangle$. Explicit expressions for sh* and cat* can be derived directly from these relations. For example, given any $\xi, \nu \in X^{*}$ and $r \in \mathbb{R}\langle X\rangle$ it follows that

$$
\begin{aligned}
(\xi ш \nu, r) & =(\operatorname{sh}(\xi \otimes \nu), r)=\left(\xi \otimes \nu, \operatorname{sh}^{*}(r)\right) \\
& =\left(\operatorname{sh}^{*}(r), \xi \otimes \nu\right) .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\operatorname{sh}^{*}(r) & =\sum_{\xi, \nu \in X^{*}}\left(\operatorname{sh}^{*}(r), \xi \otimes \nu\right) \xi \otimes \nu \\
& =\sum_{\xi, \nu \in X^{*}}(r, \xi ш \nu) \xi \otimes \nu . \tag{2.16}
\end{align*}
$$

A similar analysis reveals that

$$
\begin{equation*}
\operatorname{cat}^{*}(r)=\sum_{\xi, \nu \in X^{*}}(r, \xi \nu) \xi \otimes \nu \tag{2.17}
\end{equation*}
$$

Example 2.22 Using (2.16) and (2.17), respectively, observe that for $x_{i_{j}} \in X^{*}$ :

$$
\begin{aligned}
\operatorname{sh}^{*}(\mathbf{1}) & =\mathbf{1} \otimes \mathbf{1} \\
\operatorname{sh}^{*}\left(x_{i_{1}}\right) & =x_{i_{1}} \otimes \mathbf{1}+\mathbf{1} \otimes x_{i_{1}} \\
\operatorname{sh}^{*}\left(x_{i_{2}} x_{i_{1}}\right) & =x_{i_{2}} x_{i_{1}} \otimes \mathbf{1}+x_{i_{2}} \otimes x_{i_{1}}+x_{i_{1}} \otimes x_{i_{2}}+\mathbf{1} \otimes x_{i_{2}} x_{i_{1}} \\
& =\left(x_{i_{2}} \otimes \mathbf{1}+\mathbf{1} \otimes x_{i_{2}}\right)\left(x_{i_{1}} \otimes \mathbf{1}+\mathbf{1} \otimes x_{i_{1}}\right) \\
& =\operatorname{sh}^{*}\left(x_{i_{2}}\right) \operatorname{sh}^{*}\left(x_{i_{1}}\right) \\
& \vdots \\
\operatorname{sh}^{*}\left(x_{i_{k}} \cdots x_{i_{1}}\right) & =\operatorname{sh}^{*}\left(x_{i_{k}}\right) \cdots \operatorname{sh}^{*}\left(x_{i_{1}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{cat}^{*}(\mathbf{1}) & =\mathbf{1} \otimes \mathbf{1} \\
\operatorname{cat}^{*}\left(x_{i_{1}}\right) & =x_{i} \otimes \mathbf{1}+\mathbf{1} \otimes x_{i_{1}} \\
\operatorname{cat}^{*}\left(x_{i_{1}} x_{i_{2}}\right) & =x_{i_{1}} x_{i_{2}} \otimes \mathbf{1}+x_{i_{1}} \otimes x_{i_{2}}+\mathbf{1} \otimes x_{i_{1}} x_{i_{2}} \\
& \vdots \\
\operatorname{cat}^{*}\left(x_{i_{1}} \cdots x_{i_{k}}\right) & =x_{i_{1}} \cdots x_{i_{k}} \otimes \mathbf{1}+\mathbf{1} \otimes x_{i_{1}} \cdots x_{i_{k}}+
\end{aligned}
$$

$$
\sum_{j=1}^{k-1} x_{i_{1}} \cdots x_{i_{j}} \otimes x_{i_{j+1}} \cdots x_{i_{k}}
$$

where 1 denotes the unit polynomial $1 \emptyset$. Note that this last identity above can be written in the inductive form

$$
\operatorname{cat}^{*}\left(x_{i} \eta\right)=\left(x_{i} \otimes \mathbf{1}\right) \operatorname{cat}^{*}(\eta)+\mathbf{1} \otimes x_{i} \eta
$$

(see Problem 2.5.2).

The next theorem states the desired duality in terms of $\mathbb{R}$-algebra homomorphisms. ${ }^{4}$

Theorem 2.6 The adjoint map $\mathrm{sh}^{*}$ is an $\mathbb{R}$-algebra homomorphism for the catenation product cat, and the adjoint map cat* is an $\mathbb{R}$-algebra homomorphism for the shuffle product sh. Specifically, this means that

$$
\begin{align*}
\operatorname{sh}^{*}(p q) & =\operatorname{sh}^{*}(p) \operatorname{sh}^{*}(q)  \tag{2.18}\\
\operatorname{cat}^{*}(p ш q) & =\operatorname{cat}^{*}(p) ш \operatorname{cat}^{*}(q) \tag{2.19}
\end{align*}
$$

for all $p, q \in \mathbb{R}\langle X\rangle$.
Proof: It is shown that sh* is an $\mathbb{R}$-algebra homomorphism for the catenation product by first showing via induction that for all $k \geq 1$ and $x_{i_{j}} \in X$

$$
\begin{align*}
\operatorname{sh}^{*}\left(x_{i_{k}} \cdots x_{i_{1}}\right) & =\left(x_{i_{k}} \otimes \mathbf{1}+\mathbf{1} \otimes x_{i_{k}}\right) \operatorname{sh}^{*}\left(x_{i_{k-1}} \cdots x_{i_{1}}\right) \\
& =\operatorname{sh}^{*}\left(x_{i_{k}}\right) \operatorname{sh}^{*}\left(x_{i_{k-1}} \cdots x_{i_{1}}\right) \tag{2.20}
\end{align*}
$$

In which case, as indicated in the previous example,

$$
\operatorname{sh}^{*}\left(x_{i_{k}} \cdots x_{i_{1}}\right)=\operatorname{sh}^{*}\left(x_{i_{k}}\right) \cdots \operatorname{sh}^{*}\left(x_{i_{1}}\right)
$$

Therefore, (2.18) holds for all words since the identity clearly holds if one or both words are empty. The $k=1$ case is trivial. If the claim holds for some fixed $k \geq 1$ then it follows that

$$
\operatorname{sh}^{*}\left(x_{i_{k+1}} x_{i_{k}} \cdots x_{i_{1}}\right)=\sum_{\xi, \nu \in X^{*}}\left(x_{i_{k+1}} x_{i_{k}} \cdots x_{i_{1}}, \xi ш \nu\right) \xi \otimes \nu
$$

[^5]\[

$$
\begin{aligned}
& =\sum_{\xi, \nu \in X^{*}}\left(x_{i_{k}} \cdots x_{i_{1}}, x_{i_{k+1}}^{-1}(\xi ш \nu)\right) \xi \otimes \nu \\
& =\sum_{\xi, \nu \in X^{*}}\left[\left(x_{i_{k}} \cdots x_{i_{1}}, x_{i_{k+1}}^{-1}(\xi) ш \nu\right)+\right. \\
& \left.\quad\left(x_{i_{k}} \cdots x_{i_{1}}, \xi ш x_{i_{k+1}}^{-1}(\nu)\right)\right] \xi \otimes \nu \\
& =\sum_{\xi, \nu \in X^{*}}\left(x_{i_{k}} \cdots x_{i_{1}}, \xi ш \nu\right)\left(x_{i_{k+1}} \xi\right) \otimes \nu+ \\
& \quad \sum_{\xi, \nu \in X^{*}}\left(x_{i_{k}} \cdots x_{i_{1}}, \xi ш \nu\right) \xi \otimes\left(x_{i_{k+1}} \nu\right) \\
& =\left(x_{i_{k+1}} \otimes \mathbf{1}\right) \operatorname{sh}^{*}\left(x_{i_{k}} \cdots x_{i_{1}}\right)+ \\
& \quad\left(\mathbf{1} \otimes x_{i_{k+1}}\right) \operatorname{sh}^{*}\left(x_{i_{k}} \cdots x_{i_{1}}\right) \\
& =\operatorname{sh}^{*}\left(x_{i_{k+1}}\right) \operatorname{sh}^{*}\left(x_{i_{k}} \cdots x_{i_{1}}\right) .
\end{aligned}
$$
\]

Thus, one must conclude that (2.20) holds for all $k \geq 1$. Finally, by linearity, $\operatorname{sh}^{*}(p q)=\operatorname{sh}^{*}(p) \operatorname{sh}^{*}(q)$ for all $p, q \in \mathbb{R}\langle X\rangle$.

Next it is shown that cat* is a shuffle algebra homomorphism. For any $\eta, \eta^{\prime} \in X^{*}$, equation (2.16) and the above result imply that

$$
\begin{align*}
\operatorname{sh}^{*}\left(\eta \eta^{\prime}\right) & =\sum_{\xi, \nu \in X^{*}}\left(\eta \eta^{\prime}, \xi ш \nu\right) \xi \otimes \nu  \tag{2.21}\\
& =\left[\sum_{\xi, \nu \in X^{*}}(\eta, \xi ш \nu) \xi \otimes \nu\right] \cdot\left[\sum_{\xi^{\prime}, \nu^{\prime} \in X^{*}}\left(\eta^{\prime}, \xi^{\prime} ш \nu^{\prime}\right) \xi^{\prime} \otimes \nu^{\prime}\right] \\
& =\sum_{\xi, \nu, \xi^{\prime}, \nu^{\prime} \in X^{*}}(\eta, \xi ш \nu)\left(\eta^{\prime}, \xi^{\prime} \amalg \nu^{\prime}\right) \xi \xi^{\prime} \otimes \nu \nu^{\prime} \tag{2.22}
\end{align*}
$$

Taking the scalar product of the right-hand sides of equations (2.21) and (2.22) with $\bar{\xi} \otimes \bar{\nu}$ gives

$$
\left(\eta \eta^{\prime}, \bar{\xi} ш \bar{\nu}\right)=\sum_{\xi, \nu, \xi^{\prime}, \nu^{\prime} \in X^{*}}(\eta, \xi ш \nu)\left(\eta^{\prime}, \xi^{\prime} ш \nu^{\prime}\right)\left(\bar{\xi}, \xi \xi^{\prime}\right)\left(\bar{\nu}, \nu \nu^{\prime}\right)
$$

This identity, combined with (2.17), produces the following:

$$
\begin{aligned}
\operatorname{cat}^{*}(\bar{\xi} ш \bar{\nu}) & =\sum_{\eta, \eta^{\prime} \in X^{*}}\left(\bar{\xi} ш \bar{\nu}, \eta \eta^{\prime}\right) \eta \otimes \eta^{\prime} \\
& =\sum_{\xi, \eta, \nu, \xi^{\prime}, \eta^{\prime}, \nu^{\prime} \in X^{*}}(\eta, \xi ш \nu)\left(\eta^{\prime}, \xi^{\prime} \amalg \nu^{\prime}\right)\left(\bar{\xi}, \xi \xi^{\prime}\right)\left(\bar{\nu}, \nu \nu^{\prime}\right) \eta \otimes \eta^{\prime}
\end{aligned}
$$

$$
\begin{aligned}
= & \sum_{\xi, \nu, \xi^{\prime}, \nu^{\prime} \in X^{*}}\left(\bar{\xi}, \xi \xi^{\prime}\right)\left(\bar{\nu}, \nu \nu^{\prime}\right) \cdot \\
& \left(\sum_{\eta \in X^{*}}(\eta, \xi ш \nu) \eta\right) \otimes\left(\sum_{\eta^{\prime} \in X^{*}}\left(\eta^{\prime}, \xi^{\prime} ш \nu^{\prime}\right) \eta^{\prime}\right) \\
= & \sum_{\xi, \nu, \xi^{\prime}, \nu^{\prime} \in X^{*}}\left(\bar{\xi}, \xi \xi^{\prime}\right)\left(\bar{\nu}, \nu \nu^{\prime}\right)(\xi ш \nu) \otimes\left(\xi^{\prime} w \nu^{\prime}\right) \\
= & \left(\sum_{\xi, \xi^{\prime} \in X^{*}}\left(\bar{\xi}, \xi \xi^{\prime}\right) \xi \otimes \xi^{\prime}\right) ш\left(\sum_{\nu, \nu^{\prime} \in X^{*}}\left(\bar{\nu}, \nu \nu^{\prime}\right) \nu \otimes \nu^{\prime}\right) \\
= & \operatorname{cat}^{*}(\bar{\xi}) ш \operatorname{cat}^{*}(\bar{\nu}) .
\end{aligned}
$$

Again by linearity, this last equality holds for all $p, q \in \mathbb{R}\langle X\rangle$.
This basic duality theory can be generalized in several useful ways. First consider the tensor product space

$$
\mathbb{R}\langle X\rangle^{\otimes k}:=\mathbb{R}\langle X\rangle \otimes \mathbb{R}\langle X\rangle \otimes \cdots \otimes \mathbb{R}\langle X\rangle
$$

where $\mathbb{R}\langle X\rangle$ appears $k \geq 1$ times on the right-hand side. Define the $k$-shuffle product

$$
\begin{aligned}
\operatorname{sh}_{k} & : \mathbb{R}\langle X\rangle^{\otimes k} \rightarrow \mathbb{R}\langle X\rangle \\
& : p_{1} \otimes p_{2} \otimes \cdots \otimes p_{k} \mapsto p_{1} ш p_{2} ш \cdots ш p_{k} .
\end{aligned}
$$

A straight forward generalization of Theorem 2.6 gives

$$
\operatorname{sh}_{k}^{*}\left(q_{1} q_{2} \cdots q_{\ell}\right)=\operatorname{sh}_{k}^{*}\left(q_{1}\right) \operatorname{sh}_{k}^{*}\left(q_{2}\right) \cdots \operatorname{sh}_{k}^{*}\left(q_{\ell}\right)
$$

where $\operatorname{sh}_{k}^{*}(\cdot)$ satisfies

$$
\begin{equation*}
\left(p_{1} ш p_{2} ш \cdots ш p_{k}, q\right)=\left(p_{1} \otimes p_{2} \cdots \otimes p_{k}, \operatorname{sh}_{k}^{*}(q)\right), \tag{2.23}
\end{equation*}
$$

and, in particular,

$$
\operatorname{sh}_{k}^{*}\left(x_{i}\right)=x_{i} \otimes \mathbf{1} \otimes \cdots \otimes \mathbf{1}+\mathbf{1} \otimes x_{i} \otimes \cdots \otimes \mathbf{1}+\cdots+\mathbf{1} \otimes \mathbf{1} \otimes \cdots \otimes x_{i} .
$$

This latter identity is written more compactly as

$$
\operatorname{sh}_{k}^{*}\left(x_{i}\right)=\sum_{j=1}^{k} x_{i}^{\otimes j}
$$

where

$$
x_{i}^{\otimes j}:=\underbrace{\overbrace{1 \otimes \cdots \otimes x_{i}}^{\operatorname{terms}} \otimes \cdots \mathbb{1}}_{j \text {-th position }} .
$$

One can also generalize the various scalar products discussed above to at least partially admit power series and not just polynomials. For example, given any $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ and $p, q \in \mathbb{R}\langle X\rangle$, define

$$
\begin{aligned}
(c, p) & =\sum_{\eta \in X^{*}}(c, \eta)(p, \eta) \\
(c \otimes d, p \otimes q) & =\sum_{\eta, \eta^{\prime} \in X^{*}}\left(c \otimes d, \eta \otimes \eta^{\prime}\right)\left(p \otimes q, \eta \otimes \eta^{\prime}\right) \\
& =\sum_{\eta, \eta^{\prime} \in X^{*}}(c, \eta)\left(d, \eta^{\prime}\right)(p, \eta)\left(q, \eta^{\prime}\right) \\
& =(c, p)(d, q) .
\end{aligned}
$$

Since each summation above is finite, there are no convergence issues to consider, as would be the case if one tried to define a scalar product on $\mathbb{R}\langle\langle X\rangle\rangle \times \mathbb{R}\langle\langle X\rangle\rangle$. In this context, all of the results presented so far extend in the expected manner and, in fact, can be combined with the shuffle product generalization above. A particularly important example of this, which is used in Chapter 5, is the generalization of identity (2.23):

$$
\begin{equation*}
\left(c_{1} ш c_{2} ш \cdots ш c_{k}, q\right)=\left(c_{1} \otimes c_{2} \otimes \cdots \otimes c_{k}, \operatorname{sh}_{k}^{*}(q)\right), \tag{2.24}
\end{equation*}
$$

where $c_{i} \in \mathbb{R}\langle\langle X\rangle\rangle$ for $i=1,2, \ldots, k$ and $q \in \mathbb{R}\langle X\rangle$.

### 2.6 Hopf Algebras

The catenation-shuffle product duality described in the previous section is just part of a larger algebraic picture, one involving Hopf algebras. So this perspective is presented in this section. The starting point is the standard definition of a Hopf algebra, which at first glance seems like a rather complex mathematical object. It will then be shown that the catenation-shuffle product duality provides two Hopf algebras, which not unexpectedly are duals of each other in a certain sense. Next, a canonical construction of a Hopf algebra from a group is described. The Faà di Bruno Hopf algebra is presented as a specific example of


Fig. 2.4. Defining properties of an $\mathbb{R}$-algebra $(A, \mu, \sigma)$.
this construction. This particular algebra is important as it strongly motivates the synthesis of a second Hopf algebra which plays a central role in the analysis of feedback systems. The latter will be presented in Chapter 3.

First consider what it means for a set $A$ to be a unital associative $\mathbb{R}$-algebra. Let $A$ be an $\mathbb{R}$-vector space with two $\mathbb{R}$-linear maps

$$
\mu: A \otimes A \rightarrow A,
$$

and

$$
\sigma: \mathbb{R} \rightarrow A
$$

which satisfy the associative and unitary properties, respectively, as described by the commutative diagrams in Figure 2.4. ${ }^{5}$ Here id is the identity map on $A, \alpha_{\ell}: k \otimes a \mapsto k a$, and $\alpha_{r}: a \otimes k \mapsto a k$, where $k \in \mathbb{R}$ and $a \in A$. Therefore, $\mathbb{R} \otimes A$ and $A \otimes \mathbb{R}$ are each canonically identified with $A$. These diagrams are equivalent to, respectively, the identities

$$
\begin{aligned}
(a b) c & =a(b c), \quad a, b, c \in A \\
\mathbf{1} a & =a=a \mathbf{1}, \quad a \in A,
\end{aligned}
$$

where $a b:=\mu(a \otimes b)$ and $\mathbf{1}:=\sigma(1)$ is the unit of $A$. Traditionally, $\mu$ is called the multiplication map, and $\sigma$ is called the unit map. The triple $(A, \mu, \sigma)$ is a unital associative algebra. The algebra $A$ is said to be commutative when $a b=b a$. The corresponding commutative diagram is shown in Figure 2.5(a), where $\tau: a \otimes b \mapsto b \otimes a$ for any $a, b \in A$.

Next suppose there exist two $\mathbb{R}$-linear maps

$$
\Delta: A \rightarrow A \otimes A,
$$

and
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Fig. 2.5. Defining the commutative and cocommutative properties.


Fig. 2.6. Defining properties of an $\mathbb{R}$-coalgebra $(A, \Delta, \epsilon)$.

$$
\epsilon: A \rightarrow \mathbb{R}
$$

which satisfy the coassociative and counitary properties, respectively, as illustrated in Figure 2.6. These commutative diagrams are the same as the ones depicted in Figure 2.4 except that the directions of the arrows have been reversed. In this case, $\Delta$ is called the comultiplication map, and $\epsilon$ is the counit map. Here $\beta_{\ell}: a \rightarrow 1 \otimes a$ and $\beta_{r}: a \rightarrow a \otimes 1$ for $a \in A$. These diagrams are equivalent, respectively, to the identities

$$
\begin{aligned}
(\mathrm{id} \otimes \Delta) \circ \Delta & =(\Delta \otimes \mathrm{id}) \circ \Delta \\
(\epsilon \otimes \mathrm{id}) \circ \Delta & \sim(\mathrm{id} \otimes \epsilon) \circ \Delta,
\end{aligned}
$$

where $\sim$ denotes the canonical equivalence between $\mathbb{R} \otimes A$ and $A \otimes \mathbb{R}$. The triple $(A, \Delta, \epsilon)$ is called a counital coassociative coalgebra. A common notation known as Sweedler's notation is useful for representing coproducts in a calculation. It has several variations, for example,

$$
\Delta(a)=\sum_{(a)} a_{(1)} \otimes a_{(2)}=\sum a_{(1)} \otimes a_{(2)}=a_{(1)} \otimes a_{(2)},
$$

depending on the level of brevity desired. They all represent the sum of all possible pieces of $a \in A$ generated by applying the coproduct $\Delta$. A coalgebra is said to be cocommutative when $\tau \circ \Delta=\Delta$ as shown in Figure 2.5(b).

Consider now the following definition.

Definition 2.13 A homomorphism between $\mathbb{R}$-algebras $\left(A_{1}, \mu_{1}\right.$, $\left.\sigma_{1}\right)$ and $\left(A_{2}, \mu_{2}, \sigma_{2}\right)$ is any $\mathbb{R}$-linear map $\psi: A_{1} \rightarrow A_{2}$ such that

$$
\begin{aligned}
& \psi \circ \mu_{1}=\mu_{2} \circ(\psi \otimes \psi) \\
& \psi \circ \sigma_{1}=\sigma_{2} .
\end{aligned}
$$

An analogous definition can be given for a homomorphism between two $\mathbb{R}$-coalgebras. Using either concept, one can produce the notion of a bialgebra as described next.

Definition 2.14 The five-tuple $(A, \mu, \sigma, \Delta, \epsilon)$ is called an $\mathbb{R}$-bialgebra when $\Delta$ and $\epsilon$ are both $\mathbb{R}$-algebra homomorphisms.

Specifically this means that the mapping $\Delta: A \rightarrow A \otimes A$ must be an $\mathbb{R}$-algebra homomorphism between the $\mathbb{R}$-algebras $(A, \mu, \sigma)$ and $\left(A \otimes A, \mu_{A \otimes A}, \sigma_{A \otimes A}\right)$, where ${ }^{6}$

$$
\begin{aligned}
\mu_{A \otimes A} & :(A \otimes A) \otimes(A \otimes A) \rightarrow A \otimes A \\
& :\left(a_{1} \otimes a_{2}\right) \otimes\left(a_{3} \otimes a_{4}\right) \mapsto \mu\left(a_{1} \otimes a_{3}\right) \otimes \mu\left(a_{2} \otimes a_{4}\right) \\
\sigma_{A \otimes A} & : \mathbb{R} \otimes \mathbb{R} \rightarrow A \otimes A \\
& : k_{1} \otimes k_{2} \mapsto \sigma\left(k_{1}\right) \otimes \sigma\left(k_{2}\right) .
\end{aligned}
$$

In which case, it follows directly that

1. $\Delta \circ \mu=\mu_{A \otimes A} \circ(\Delta \otimes \Delta)=(\mu \otimes \mu) \circ(\mathrm{id} \otimes \tau \otimes \mathrm{id}) \circ(\Delta \otimes \Delta)$
2. $\Delta \circ \sigma=\sigma_{A \otimes A}=\sigma \otimes \sigma$
(see Problem 2.6.1). Similarly, $\epsilon: A \rightarrow \mathbb{R}$ must be an $\mathbb{R}$-algebra homomorphism between the $\mathbb{R}$-algebras $(A, \mu, \sigma)$ and $\left(\mathbb{R}, \mu_{\mathbb{R}}, \sigma_{\mathbb{R}}\right)$. Therefore,
3. $\epsilon \circ \mu=\mu_{\mathbb{R}} \circ(\epsilon \otimes \epsilon)=\epsilon \cdot \epsilon$
4. $\epsilon \circ \sigma=\sigma_{\mathbb{R}}=1$.

Note that properties 1 and 2 can be expressed in terms of the commutative diagrams shown in Figure 2.7, and, likewise, properties 3 and 4 are shown in Figure 2.8. They are often written in a more abbreviated notation as:

1. $\Delta\left(a a^{\prime}\right)=\Delta(a) \Delta\left(a^{\prime}\right), a, a^{\prime} \in A$
2. $\Delta(\mathbf{1})=\mathbf{1} \otimes \mathbf{1}$
3. $\epsilon\left(a a^{\prime}\right)=\epsilon(a) \epsilon\left(a^{\prime}\right), a, a^{\prime} \in A$
4. $\epsilon \circ \sigma(k)=k, k \in \mathbb{R}$.
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Fig. 2.7. Commutative diagrams describing $\Delta$ as an $\mathbb{R}$-algebra homomorphism.


Fig. 2.8. Commutative diagrams describing $\epsilon$ as an $\mathbb{R}$-algebra homomorphism.

If instead one introduces the notion of an $\mathbb{R}$-coalgebra homomorphism as suggested above, then an equivalent characterization of a bialgebra is one where $\mu$ and $\sigma$ are both $\mathbb{R}$-coalgebra homomorphisms, yielding properties 1 and 3, and properties 2 and 4, respectively. That exercise is left to the reader.

To complete the development of the Hopf algebra definition, consider the set of all $\mathbb{R}$-linear maps taking vector space $A$ back to itself, denoted by $\operatorname{End}(A) .{ }^{7}$ Given two arbitrary $f, g \in \operatorname{End}(A)$, the Hopf convolution product,

$$
f \star g:=\mu \circ(f \otimes g) \circ \Delta,
$$

defines another element of $\operatorname{End}(A)$. The following theorem is central to the theory

[^8]

Fig. 2.9. Commutative diagram describing the antipode, $S$.

Theorem 2.7 The triple $(\operatorname{End}(A), \star, \vartheta)$ forms an associative $\mathbb{R}$-algebra with unit $\vartheta=\sigma \circ \epsilon$.

Proof: The associativity of the convolution product follows directly from the associativity of $\mu$ and the coassociativity of $\Delta$ :

$$
\begin{aligned}
f \star(g \star h) & =\mu \circ(f \otimes(g \star h)) \circ \Delta \\
& =\mu \circ(f \otimes(\mu \circ(g \otimes h) \circ \Delta)) \circ \Delta \\
& =\mu \circ((\mathrm{id} \otimes \mu)(f \otimes(g \otimes h))(\mathrm{id} \otimes \Delta)) \circ \Delta \\
& =\mu \circ((\mu \otimes \mathrm{id})((f \otimes g) \otimes h))(\Delta \otimes \mathrm{id})) \circ \Delta \\
& =\mu \circ((\mu \circ(f \otimes g) \circ \Delta) \otimes h) \circ \Delta \\
& =\mu \circ((f \star g) \otimes h) \circ \Delta \\
& =(f \star g) \star h
\end{aligned}
$$

To show that $\vartheta$ is the convolution unit, it is necessary to use the counit identity $(\mathrm{id} \otimes \epsilon) \circ \Delta=\mathrm{id} \otimes 1$ (see Figure $2.6(\mathrm{~b})$ ). Observe that

$$
\begin{aligned}
f \star \vartheta & =\mu \circ(f \otimes(\sigma \circ \epsilon)) \circ \Delta \\
& =\mu \circ((\mathrm{id} \otimes \sigma)(f \otimes 1)(\mathrm{id} \otimes \epsilon)) \circ \Delta \\
& =\mu \circ((\mathrm{id} \otimes \sigma)(f \otimes 1)(\mathrm{id} \otimes 1))
\end{aligned}
$$

Thus, for any $a \in A$

$$
\begin{aligned}
(f \star \vartheta)(a) & =\mu((\mathrm{id} \otimes \sigma)(f \otimes 1)(a \otimes 1)) \\
& =\mu(f(a) \otimes \mathbf{1}) \\
& =f(a) \mathbf{1} \\
& =f(a)
\end{aligned}
$$

Likewise, $\vartheta \star f=f$.
Finally, an element $S \in \operatorname{End}(A)$ satisfying

$$
\begin{equation*}
S \star \operatorname{id}=\mathrm{id} \star S=\vartheta \tag{2.25}
\end{equation*}
$$

is called an antipode of the bialgebra. The corresponding commutative diagram is shown in Figure 2.9. Equation (2.25) implies that $S$ is the convolution inverse of id, so formally

$$
\begin{equation*}
S=\mathrm{id}^{\star-1}=(\vartheta-(\vartheta-\mathrm{id}))^{\star-1}=\vartheta+\sum_{k=1}^{\infty}(\vartheta-\mathrm{id})^{\star k} \tag{2.26}
\end{equation*}
$$

It can be shown that when an antipode exists, it must be unique. It also follows that $S(\mathbf{1})=\mathbf{1}$ and $S\left(a a^{\prime}\right)=S\left(a^{\prime}\right) S(a)$ for any $a, a^{\prime} \in A$ (see Problem 2.6.3). This final bit of structure culminates in the definition below.

Definition 2.15 The six-tuple $(A, \mu, \sigma, \Delta, \epsilon, S)$ is an $\mathbb{R}$-Hopf algebra if it is an $\mathbb{R}$-bialgebra with an antipode.

Two $\mathbb{R}$-Hopf algebras can be introduced on $\mathbb{R}\langle X\rangle$, one associated with the catenation product and the other with the shuffle product. They are duals of each other in the sense described by Theorem 2.6. First, the relevant $\mathbb{R}$-bialgebras are described.

Theorem $2.8\left(\mathbb{R}\langle X\rangle\right.$, cat, $\left.\sigma, \mathrm{sh}^{*}, \epsilon\right)$ is a noncommutative cocommutative $\mathbb{R}$-bialgebra, where

$$
\begin{aligned}
\sigma & : \mathbb{R} \rightarrow \mathbb{R}\langle X\rangle: k \mapsto k \mathbf{1} \\
\epsilon & : \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}: p \mapsto(p, \emptyset)
\end{aligned}
$$

Likewise, $\left(\mathbb{R}\langle X\rangle\right.$, sh, $\sigma$, cat $\left.^{*}, \epsilon\right)$ is a commutative noncocommutative $\mathbb{R}$ bialgebra.

Proof: The defining properties are easy to check. As an example, consider the bialgebra $\left(\mathbb{R}\langle X\rangle\right.$, cat, $\left.\sigma, \mathrm{sh}^{*}, \epsilon\right)$. Here it is necessary to verify that sh* and $\epsilon$ are $\mathbb{R}$-algebra homomorphisms. Specifically, this means that the following identities must be satisfied:

1. $\mathrm{sh}^{*} \circ \mathrm{cat}=(\operatorname{cat} \otimes \mathrm{cat}) \circ(\mathrm{id} \otimes \tau \otimes \mathrm{id}) \circ\left(\mathrm{sh}^{*} \otimes \mathrm{sh}^{*}\right)$
2. $\mathrm{sh}^{*} \circ \sigma=\sigma \otimes \sigma$
3. $\epsilon \circ$ cat $=\epsilon \cdot \epsilon$
4. $\epsilon \circ \sigma=1$,
where

$$
\begin{aligned}
& \text { cat : } p \otimes q \rightarrow p q \\
& \operatorname{sh}^{*}: r \rightarrow \sum_{\xi, \nu \in X^{*}}(r, \xi ш \nu) \xi \otimes \nu .
\end{aligned}
$$

The details of each calculation are presented below.

1. On the left-hand side, using Theorem 2.6, observe that

$$
\begin{aligned}
\operatorname{sh}^{*}(\operatorname{cat}(p \otimes q)) & =\operatorname{sh}^{*}(p q)=s h^{*}(p) \operatorname{sh}^{*}(q) \\
& =\sum_{\xi, \nu \in X^{*}}(p, \xi ш \nu) \xi \otimes \nu \sum_{\xi^{\prime}, \nu^{\prime} \in X^{*}}\left(q, \xi^{\prime} w \nu^{\prime}\right) \xi^{\prime} \otimes \nu^{\prime} \\
& =\sum_{\xi, \nu, \xi^{\prime}, \nu^{\prime} \in X^{*}}(p, \xi ш \nu)\left(q, \xi^{\prime} w \nu^{\prime}\right) \xi \xi^{\prime} \otimes \nu \nu^{\prime} .
\end{aligned}
$$

While on the right-side, one has

$$
\begin{aligned}
& (\text { cat } \otimes \mathrm{cat}) \circ(\mathrm{id} \otimes \tau \otimes \mathrm{id}) \circ\left(\mathrm{sh}^{*} \otimes \operatorname{sh}^{*}\right)(p \otimes q) \\
& =(\mathrm{cat} \otimes \mathrm{cat}) \circ(\mathrm{id} \otimes \tau \otimes \mathrm{id})\left(\mathrm{sh}^{*}(p) \otimes \operatorname{sh}^{*}(q)\right) \\
& =(\mathrm{cat} \otimes \mathrm{cat}) \circ(\mathrm{id} \otimes \tau \otimes \mathrm{id})\left(\sum_{\xi, \nu, \xi^{\prime}, \nu^{\prime} \in X^{*}}(p, \xi ш \nu)\left(q, \xi^{\prime} ш \nu^{\prime}\right)\right. \\
& \left.\quad \xi \otimes \nu \otimes \xi^{\prime} \otimes \nu^{\prime}\right) \\
& =(\operatorname{cat} \otimes \mathrm{cat})\left(\sum_{\xi, \nu, \xi^{\prime}, \nu^{\prime} \in X^{*}}(p, \xi ш \nu)\left(q, \xi^{\prime} w \nu^{\prime}\right) .\right. \\
& \left.\quad \xi \otimes \xi^{\prime} \otimes \nu \otimes \nu^{\prime}\right) \\
& =\sum_{\xi, \nu, \xi^{\prime}, \nu^{\prime} \in X^{*}}(p, \xi ш \nu)\left(q, \xi^{\prime} \amalg \nu^{\prime}\right) \xi \xi^{\prime} \otimes \nu \nu^{\prime} .
\end{aligned}
$$

Hence, the first identity is satisfied.
2. Here the left-hand side evaluates to

$$
\begin{aligned}
\left(\mathrm{sh}^{*} \circ \sigma\right)(k) & =\operatorname{sh}^{*}(k \mathbf{1}) \\
& =\sum_{\xi, \nu \in X^{*}}(k \mathbf{1}, \xi ш \nu) \xi \otimes \nu=k(\mathbf{1} \otimes \mathbf{1})=k \mathbf{1} \otimes \mathbf{1} .
\end{aligned}
$$

As expected, the right-hand side gives

$$
(\sigma \otimes \sigma)(k \otimes \mathbb{1})=\sigma(k) \otimes \sigma(1)=k \mathbf{1} \otimes \mathbb{1} .
$$

3. In this case, the left-hand side is

$$
(\epsilon \circ \text { cat })(p \otimes q)=\epsilon(p q)=(p q, \emptyset)=(p, \emptyset)(q, \emptyset) .
$$

While the right-hand side is

$$
(\epsilon \cdot \epsilon)(p, q)=\epsilon(p) \epsilon(q)=(p, \emptyset)(q, \emptyset) .
$$

4. This identity is especially simple. Observe

$$
(\epsilon \circ \sigma)(k)=\epsilon(k \mathbf{1})=k .
$$

It is obvious that the algebra ( $\mathbb{R}\langle X\rangle$, cat, $\sigma$ ) is not commutative. To see that $\left(\mathbb{R}\langle X\rangle, \mathrm{sh}^{*}, \epsilon\right)$ is cocommutative observe from (2.16) that for any $r \in \mathbb{R}\langle X\rangle$ that

$$
\begin{aligned}
\tau \circ \operatorname{sh}^{*}(r) & =\tau\left(\sum_{\xi, \nu \in X^{*}}(r, \xi ш \nu) \xi \otimes \nu\right) \\
& =\sum_{\xi, \nu \in X^{*}}(r, \xi ш \nu) \nu \otimes \xi \\
& =\sum_{\xi, \nu \in X^{*}}(r, \nu ш \xi) \nu \otimes \xi \\
& =\operatorname{sh}^{*}(r) .
\end{aligned}
$$

The analogous arguments regarding the bialgebra $(\mathbb{R}\langle X\rangle, \operatorname{sh}, \epsilon$, $\left.\mathrm{cat}^{*}, \sigma\right)$ are left to the reader to verify.

Next, the corresponding Hopf algebras are described.

Theorem $2.9\left(\mathbb{R}\langle X\rangle\right.$, cat, $\left.\sigma, \mathrm{sh}^{*}, \epsilon, S\right)$ is a noncommutative cocommutative $\mathbb{R}$-Hopf algebra, where the convolution product is

$$
\begin{aligned}
f \star g & : \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle X\rangle \\
& : p \mapsto \sum_{\eta, \xi \in X^{*}}(p, \eta ш \xi) f(\eta) g(\xi)
\end{aligned}
$$

and $S$ is the unique $\mathbb{R}$-linear map satisfying

$$
S\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}\right)=(-1)^{k} x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}}
$$

for every $x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}} \in X^{*}$. Likewise, $\left(\mathbb{R}\langle X\rangle\right.$, sh, $\sigma$, cat $\left.{ }^{*}, \epsilon, S\right)$ is a commutative noncocommutative $\mathbb{R}$-Hopf algebra, where the convolution product is

$$
\begin{aligned}
f \star^{\prime} g & : \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle X\rangle \\
& : p \mapsto \sum_{\eta, \xi \in X^{*}}(p, \eta \xi) f(\eta) ш g(\xi)
\end{aligned}
$$

and $S$ is as above.
Proof: Regarding the first claim, it is first necessary to verify that

$$
f \star g:=\left(\operatorname{cat} \circ(f \otimes g) \circ \operatorname{sh}^{*}\right)(p)=\sum_{\eta, \xi \in X^{*}}(p, \eta ш \xi) f(\eta) g(\xi)
$$

Recalling that

$$
s h^{*}(p)=\sum_{\eta, \xi \in X^{*}}(p, \eta ш \xi) \eta \otimes \xi
$$

it follows directly that

$$
\left((f \otimes g) \circ \mathrm{sh}^{*}\right)(p)=\sum_{\eta, \xi \in X^{*}}(p, \eta ш \xi) f(\eta) \otimes g(\xi)
$$

Whereupon the desired equality follows immediately. The only remaining task is to verify that $I \star S=S \star I=\sigma \circ \epsilon$. Since in this case, $(\sigma \circ \epsilon)(p)=(p, \emptyset) 1, \forall p \in \mathbb{R}\langle X\rangle$, and, for example, $I \star S$ is $\mathbb{R}$-linear, it is sufficient to show that

$$
(I \star S)(\mathbf{1})=1, \quad(I \star S)(\nu)=0, \quad \forall \nu \in X^{+}
$$

The first identity is trivial. The second identity follows from induction. Observe that any $x_{i} \in X$

$$
\begin{aligned}
(I \star S)\left(x_{i}\right) & =\sum_{\eta, \xi \in X^{*}}\left(x_{i}, \eta ш \xi\right) \eta(-1)^{|\xi|} \tilde{\xi} \\
& =x_{i}(-1)^{0} 1+1(-1)^{1} x_{i} \\
& =0,
\end{aligned}
$$

where $\tilde{\xi}$ denotes $\xi$ with the letters written in reverse order. Now assume the identity holds for all words up to some fixed length $k \geq 0$. Then for any $x_{i} \in X$ and $\nu \in X^{k}$

$$
\begin{aligned}
(I \star S)\left(x_{i} \nu\right)= & \sum_{\eta, \xi \in X^{*}}\left(x_{i} \nu, \eta ш \xi\right) \eta(-1)^{|\xi|} \tilde{\xi} \\
& =\sum_{\eta, \xi \in X^{*}}\left(\nu, x_{i}^{-1}(\eta ш \xi)\right) \eta(-1)^{|\xi|} \tilde{\xi} \\
& =\sum_{\eta, \xi \in X^{*}}\left(\nu, x_{i}^{-1}(\eta) ш \xi\right) \eta(-1)^{|\xi|} \tilde{\xi}+ \\
& \sum_{\eta, \xi \in X^{*}}\left(\nu, \eta ш x_{i}^{-1}(\xi)\right) \eta(-1)^{|\xi|} \tilde{\xi} \\
= & x_{i}\left(\sum_{\eta, \xi \in X^{*}}(\nu, \eta ш \xi) \eta(-1)^{|\xi|} \tilde{\xi}\right)- \\
& \left(\sum_{\eta, \xi \in X^{*}}(\nu, \eta ш \xi) \eta(-1)^{|\xi|} \tilde{\xi}\right) x_{i} \\
= & x_{i}(I \star S)(\nu)-(I \star S)(\nu) x_{i} \\
& =0 .
\end{aligned}
$$

The claim regarding the second Hopf algebra is left to the reader. The identity from Problem 2.4.3(d) is useful in this case.

The following lemma provides an interesting interpretation of the antipode in the context of iterated integrals defined for $m$ functions which are absolutely integrable over $[0, T]$, denoted here by $L_{1}^{m}[0, T]$ This identity will reappear later in Section 5.4 when Chen series are introduced.

Lemma 2.4 Let $X=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$. For any given $u \in L_{1}^{m}[0, T]$ and fixed $t \in[0, T]$ define the input function $u_{S, i}(\tau)=-u_{i}(t-\tau)$ on $[0, t]$ for $i=1,2, \ldots, m$. Then for any $\eta \in X^{*}$ it follows that

$$
E_{S(\eta)}[u](t, 0)=E_{\eta}\left[u_{S}\right](t, 0) .
$$

Proof: The claim is trivial when $\eta=\emptyset$. In the case where $\eta=$ $x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}}$, observe:

$$
\begin{aligned}
E_{S\left(x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}}\right)}[u](t, 0)= & (-1)^{k} E_{x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}}[u](t, 0) \\
= & (-1)^{k} \int_{0}^{t} \int_{0}^{\tau_{1}} \cdots \int_{0}^{\tau_{k-1}} u_{i_{1}}\left(\tau_{1}\right) u_{i_{2}}\left(\tau_{2}\right) \cdots \\
& u_{i_{k}}\left(\tau_{k}\right) d \tau_{k} d \tau_{k-1} \cdots d \tau_{1} \\
= & (-1)^{k} \int_{0}^{t} \cdots \int_{0}^{t} u_{i_{1}}\left(\tau_{1}\right) \cdots u_{i_{k}}\left(\tau_{k}\right) \\
& \mathbb{U}\left(\tau_{1}-\tau_{2}\right) \cdots \mathbb{U}\left(\tau_{k-1}-\tau_{k}\right) d \tau_{k} \cdots d \tau_{1},
\end{aligned}
$$

where $\mathbb{U}$ denotes the unit step function

$$
\mathbb{U}(t)=\left\{\begin{array}{l}
1: t \geq 0 \\
0: t<0 .
\end{array}\right.
$$

Interchanging the order of integration gives

$$
\begin{gathered}
E_{S(\eta)}[u](t, 0)=(-1)^{k} \int_{0}^{t} \int_{\tau_{k}}^{t} \cdots \int_{\tau_{2}}^{t} u_{i_{1}}\left(\tau_{1}\right) u_{i_{2}}\left(\tau_{2}\right) \cdots \\
u_{i_{k}}\left(\tau_{k}\right) d \tau_{1} d \tau_{2} \cdots d \tau_{k}
\end{gathered}
$$

Finally, substituting $t-\tau_{1}$ for $\tau_{1}$ followed by $t-\tau_{2}$ for $\tau_{2}$, etc., yields the desired result, namely,

$$
\begin{aligned}
E_{S(\eta)}[u](t, 0)= & \int_{0}^{t} \int_{0}^{\tau_{k}} \cdots \int_{0}^{\tau_{2}}\left(-u_{i_{1}}\left(t-\tau_{1}\right)\right)\left(-u_{i_{2}}\left(t-\tau_{2}\right)\right) \cdots \\
& \left(-u_{i_{k}}\left(t-\tau_{k}\right)\right) d \tau_{1} d \tau_{2} \cdots d \tau_{k} \\
= & E_{\eta}\left[u_{S}\right](t, 0)
\end{aligned}
$$

In some cases it is possible to introduce additional structure on a bialgebra $A$ to guarantee that it has a well-defined antipode, and thus is a Hopf algebra. The following definitions are essential in this regard.

Definition 2.16 An $\mathbb{R}$-bialgebra $(A, \mu, \sigma, \Delta, \epsilon)$ is filtered if there exists a nested sequence of $\mathbb{R}$-vector subspaces of $A$, say $A_{(0)} \nsubseteq A_{(1)} \nsubseteq$ $\cdots$, such that $A=\cup_{n \geq 0} A_{(n)}$ and

$$
\Delta A_{(n)} \subseteq \sum_{i=0}^{n} A_{(i)} \otimes A_{(n-i)} .
$$

The collection $\left\{A_{(n)}\right\}_{n \geq 0}$ is called a filtration of $A$.
Definition 2.17 An $\mathbb{R}$-bialgebra that is filtered such that $A_{(0)}=\sigma(\mathbb{R})$ is said to be connected.

Definition 2.18 An $\mathbb{R}$-bialgebra is graded if there exists a set of $\mathbb{R}$ vector subspaces of $A$, say $\left\{A_{n}\right\}_{n \geq 0}$, such that $A=\oplus_{n \geq 0} A_{n}$ with

$$
A_{i} A_{j} \subseteq A_{i+j}, \quad \Delta A_{n} \subseteq \bigoplus_{i=0}^{n} A_{i} \otimes A_{n-i}
$$

and $\epsilon\left(A_{n}\right)=0, n>0$.
Definition 2.19 Let $A$ be an $\mathbb{R}$-bialgebra. An element $g \in A$ is group-like if $\epsilon(g)=1$ and $\Delta g=g \otimes g$. If A has only one group-like element, then any other element $a \in A$ is primitive if $\Delta a=a \otimes g+g \otimes a$.

A number of useful results follow from these definitions. For example, if $A$ has a grading $\left\{A_{n}\right\}_{n \geq 0}$, then a natural filtration of $A$ is $\left\{A_{(n)}\right\}_{n \geq 0}$, where

$$
A_{(n)}=\bigoplus_{i=0}^{n} A_{i} .
$$

Furthermore, if $A_{0}=\sigma(\mathbb{R})$ then $A$ has only one group-like element. Perhaps the most important aspect concerning a connected bialgebra is a key property of its coalgebra. If

$$
\begin{equation*}
A^{+}:=\operatorname{ker} \epsilon, \quad A_{(n)}^{+}:=A^{+} \cap A_{(n)} \tag{2.27}
\end{equation*}
$$

then for any $a \in A_{(n)}^{+}$it follows that

$$
\begin{equation*}
\Delta a=a \otimes \mathbf{1}+\mathbf{1} \otimes a+\Delta^{\prime} a, \tag{2.28}
\end{equation*}
$$

where the reduced coproduct $\Delta^{\prime} a \in A_{(n-1)}^{+} \otimes A_{(n-1)}^{+}$(see Problem 2.6.4). This leads to the following central result.

Theorem 2.10 Let $(A, \mu, \sigma, \Delta, \epsilon)$ be a connected $\mathbb{R}$-bialgebra. Then $(A, \mu, \sigma, \Delta, \epsilon, S)$ is an $\mathbb{R}$-Hopf algebra, where the antipode is given on $A^{+}$by

$$
\begin{equation*}
S a=-a-\sum\left(S a_{(1)}^{\prime}\right) a_{(2)}^{\prime} \tag{2.29}
\end{equation*}
$$

or alternatively,

$$
\begin{equation*}
S a=-a-\sum a_{(1)}^{\prime} S a_{(2)}^{\prime} \tag{2.30}
\end{equation*}
$$

with $\Delta^{\prime} a=\sum a_{(1)}^{\prime} \otimes a_{(2)}^{\prime}$ being the reduced coproduct in Sweedler's notation.

Proof: It is first shown by induction that if $a \in A_{(n)}^{+}$then the series representation (2.25) for $S a$ is finite, specifically,

$$
S a=\left[\vartheta+\sum_{k=1}^{n}(\vartheta-\mathrm{id})^{\star k}\right](a) .
$$

Therefore, since antipodes are unique, this must be the antipode for all of $A$. The claim clearly holds when $a \in A_{(0)}$ since $(\vartheta-\mathrm{id}) \mathbf{1}=0$. If $a \in A_{1}^{+}$observe that for any $k \geq 2$

$$
\begin{aligned}
(\vartheta-\mathrm{id})^{\star k}(a) & =\left[(\vartheta-\mathrm{id}) \star(\vartheta-\mathrm{id})^{\star k-1}\right](a) \\
& =\mu\left[(\vartheta-\mathrm{id}) \otimes(\vartheta-\mathrm{id})^{\star k-1}\right] \Delta a \\
& =\mu\left[(\vartheta-\mathrm{id}) \otimes(\vartheta-\mathrm{id})^{\star k-1}\right](a \otimes \mathbf{1}+\mathbf{1} \otimes a) \\
& =0
\end{aligned}
$$

since again $(\vartheta-\mathrm{id}) \mathbf{1}=0$. Now assume the claim holds up to some fixed $n \geq 1$. If $a \in A_{(n+1)}^{+}$then

$$
\begin{aligned}
(\vartheta-\mathrm{id})^{\star n+1}(a) & =\mu\left[(\vartheta-\mathrm{id}) \otimes(\vartheta-\mathrm{id})^{\star n}\right]\left(a \otimes \mathbf{1}+\mathbf{1} \otimes a+\Delta^{\prime} a\right) \\
& =\mu\left[(\vartheta-\mathrm{id}) \otimes(\vartheta-\mathrm{id})^{\star n}\right] \Delta^{\prime} a \\
& =0,
\end{aligned}
$$

where the induction hypothesis was used to arrive at the final equality. Therefore, the result holds for all $n \geq 0$.

Having established that the bialgebra is a Hopf algebra, it is shown next that $S$ has the recursive forms given in (2.29) and (2.30). The focus will be on the first formula, the other one follows similarly. The case where $a \in A_{(1)}^{+}$is trivial. Assume the identity in question hold up to some fixed $n \geq 1$. Then for $a \in A_{n+1}^{+}$observe

$$
S a=(\vartheta-\mathrm{id}) a+\sum_{k=1}^{n}(\vartheta-\mathrm{id})^{\star k} \star(\vartheta-\mathrm{id}) a
$$

$$
\begin{aligned}
& =-a+\mu\left(\sum_{k=1}^{n}(\vartheta-\mathrm{id})^{\star k} \otimes(\vartheta-\mathrm{id})\right) \Delta a \\
& =-a+\mu\left(\sum_{k=1}^{n}(\vartheta-\mathrm{id})^{\star k} \otimes(\vartheta-\mathrm{id})\right) \sum a_{(1)}^{\prime} \otimes a_{(2)}^{\prime} \\
& =-a+\sum\left[\sum_{k=1}^{n}(\vartheta-\mathrm{id})^{\star k} a_{(1)}^{\prime}\right](\vartheta-\mathrm{id}) a_{(2)}^{\prime} \\
& =-a-\sum\left[\sum_{k=1}^{n}(\vartheta-\mathrm{id})^{\star k} a_{(1)}^{\prime}\right] a_{(2)}^{\prime} \\
& =-a-\sum S\left(a_{(1)}^{\prime}\right) a_{(2)}^{\prime}
\end{aligned}
$$

where the induction hypothesis is employed to get the last equality. This proves the final part of the theorem.

One way that Hopf algebras naturally arise is in the context of groups. Suppose $V$ is a finite dimensional vector space over $\mathbb{R}$. Let $G L(V)$ denote the general linear group on $V$, namely, the group of all invertible $\mathbb{R}$-linear maps taking $V$ back to itself. A group $G$ with unit $1_{G}$ is said to have a representation if there exists a group homomorphism $\pi: G \rightarrow G L(V)$, that is,

$$
\begin{equation*}
\pi\left(g g^{\prime}\right)=\pi\left(g_{1}\right) \pi\left(g_{2}\right), \quad \forall g_{1}, g_{2} \in G \tag{2.31}
\end{equation*}
$$

The representation is faithful if $\pi$ is injective. Given some fixed basis for $V, A=\pi(g)$ is an invertible matrix with real coefficients. In which case, there exists a set of coordinate functions of the form $a_{i j}: G \rightarrow \mathbb{R}$. This collection of functions, $R(G)$, forms a commutative algebra under pointwise defined operations, for example,

$$
\left(a_{i j} a_{k l}\right)(g):=a_{i j}(g) a_{k l}(g), \quad \forall g \in G .
$$

From (2.31) and the definition of matrix multiplication there is a well defined coproduct

$$
\begin{aligned}
\Delta & : R(G) \rightarrow R(G) \otimes R(G) \\
& : a_{i j} \mapsto \sum_{k} a_{i k} \otimes a_{k j} .
\end{aligned}
$$

It can be shown that $R(G)$ constitutes a commutative $\mathbb{R}$-Hopf algebra, $H$, where the unit, counit, and antipode maps are given, respectively, by $\sigma(1)=\mathbf{1}$ with $\mathbf{1}(g)=1, \forall g \in G, \epsilon\left(a_{i j}\right)=a_{i j}\left(1_{G}\right)$, and

$$
\begin{equation*}
S a_{i j}(g)=a_{i j}\left(g^{-1}\right), \quad \forall g \in G \tag{2.32}
\end{equation*}
$$

For any $g \in G$ one can define an $\mathbb{R}$-linear map $\Phi_{g}: H \rightarrow \mathbb{R}$ via

$$
\Phi_{g}: a_{i j} \mapsto a_{i j}(g)
$$

and $\Phi_{g}(\mathbf{1})=1$ so that

$$
\Phi_{g}\left(a_{i j} a_{k l}\right)=a_{i j}(g) a_{k l}(g)=\Phi_{g}\left(a_{i j}\right) \Phi_{g}\left(a_{k l}\right)
$$

These are usually called the characters of the Hopf algebra, and they form a group under the Hopf convolution product. Specifically, the group product satisfies

$$
\begin{align*}
\left(\Phi_{g_{1}} \star \Phi_{g_{2}}\right)\left(a_{i j}\right) & =\mu \circ\left(\Phi_{g_{1}} \otimes \Phi_{g_{2}}\right) \circ \Delta a_{i j} \\
& =\sum_{k} \Phi_{g_{1}}\left(a_{i k}\right) \Phi_{g_{2}}\left(a_{k j}\right) \\
& =\sum_{k} a_{i k}\left(g_{1}\right) a_{k j}\left(g_{2}\right) \\
& =a_{i j}\left(g_{1} g_{2}\right) \tag{2.33}
\end{align*}
$$

(apply (2.31) in the final step), and the identity element of the group is $\Phi_{1_{G}}$. In addition, from (2.32)

$$
\begin{align*}
\Phi_{g^{-1}}\left(a_{i j}\right) & =a_{i j}\left(g^{-1}\right)=\left(S a_{i j}\right)(g) \\
& =\left(\Phi_{g} \circ S\right)\left(a_{i j}\right)=: \Phi_{g}^{\star-1}\left(a_{i j}\right) \tag{2.34}
\end{align*}
$$

In which case, the bijective map $\psi: g \mapsto \Phi_{g}$ is a group isomorphism between $G$ and the character group.

A specific example of this construction is the Faà di Bruno Hopf algebra. The name refers to the well known Faà di Bruno formula from calculus which describes the composition of two functions in terms of their Taylor series. Let $f_{c}$ and $f_{d}$ be two functions with convergent Taylor series about the point $z=0$ having the property that $f_{c}(0)=0$ and $f_{d}(0)=0$. In which case,

$$
\begin{equation*}
f_{c}(z)=\sum_{n=1}^{n} c(n) \frac{z^{n}}{n!}, \quad f_{d}(z)=\sum_{n=1}^{n} d(n) \frac{z^{n}}{n!} . \tag{2.35}
\end{equation*}
$$

It is further assumed that these functions are normalized in the sense that $c(1)=d(1)=1$. It is easy to show that the composition $f_{c o d}:=$
$f_{c} \circ f_{d}$ has the same nature as $f_{c}$ and $f_{d}$, namely, it has a convergent Taylor series representation

$$
f_{c o d}(z)=\sum_{n=1}^{\infty}(c \circ d)(n) \frac{z^{n}}{n!}
$$

for some set of coefficients $(c \circ d)(n) \in \mathbb{R}, n \geq 1$ with $(c \circ d)(1)=1$, as does the composition inverse of any such function, for example, $f_{c}^{-1}$, where $f_{c}^{-1} \circ f_{c}=f_{c} \circ f_{c}^{-1}=I$ with $I(z):=z$. In which case, this class of functions forms a group $G_{F d B}$ under composition. The well known Faà di Bruno formula provides the Taylor series coefficients of $f_{c o d}$, specifically,

$$
\begin{equation*}
(c \circ d)(n)=\sum_{k=1}^{n} \frac{c(k)}{k!} \sum_{j} \frac{n!k!}{j_{1}!j_{2}!\cdots j_{n}!} \frac{d(1)^{j_{1}} d(2)^{j_{2}} \cdots d(n)^{j_{n}}}{(1!)^{j_{1}}(2!)^{j_{2}} \cdots(n!)^{j_{n}}}, \tag{2.36}
\end{equation*}
$$

where the second sum is over all $j_{1}, j_{2}, \ldots, j_{n} \geq 0$ such that $j_{1}+j_{2}+$ $\cdots+j_{n}=k$ and $j_{1}+2 j_{2}+\cdots+n j_{n}=n$.

To construct the underlying Hopf algebra, first let $\mathbb{R}_{p}[[X]]$ be the set of all proper series over the alphabet $X=\{x\}$. Now identify a given Taylor series $f_{c}(z)=\sum_{n>1} c(n) z^{n} / n!$ with its corresponding formal power series $c \in \mathbb{R}_{p}[[X]]$. Let $c \circ d$ denote the formal power series corresponding to the function $f_{c} \circ f_{d}$, where $f_{c}$ and $f_{d}$ are given in (2.35). For any $n \geq 1$ define the coordinate function

$$
\begin{aligned}
a_{n} & : \mathbb{R}_{p}[[X]] \rightarrow \mathbb{R} \\
& : c \mapsto\left(c, x^{n}\right)=c(n) .
\end{aligned}
$$

As described above, the set of these real-valued mappings defines an $\mathbb{R}$-vector space, $H$, and a commutative algebra where the product is given by

$$
\mu: a_{n} \otimes a_{m} \mapsto a_{n} a_{m}
$$

with unit $a_{1} \sim 1 .{ }^{8}$ Given that the underlying group representation of $G_{F d B}$ associated with this Hopf algebra is not finite dimensional (see Problem 2.6.5), Theorem 2.10 will be utilized to ensure that the construction is successful. The degree of $a_{n}$ is defined to be $\operatorname{deg}\left(a_{n}\right)=$ $n-1, n \geq 1$, and $\operatorname{deg}\left(a_{n} a_{m}\right)=\operatorname{deg}\left(a_{n}\right)+\operatorname{deg}\left(a_{m}\right)$. Therefore, $H=$

[^9]$\oplus_{n \geq 0} H_{n}$, where $H_{n}$ denotes all elements of degree $n$, constitutes a grading of $H$. Since $H_{0}=\mathbb{R} \mathbf{1}$, this grading is connected. The key idea is that (2.36) can be used to define a coproduct on $H$ :
\[

$$
\begin{aligned}
\Delta a_{n}(c, d) & =a_{n}(c \circ d)=\left(c \circ d, x^{n}\right) \\
& =\sum_{k=1}^{n} \frac{a_{k}(c)}{k!} \sum_{j} \frac{n!k!}{j_{1}!j_{2}!\cdots j_{n}!} \frac{a_{1}^{j_{1}}(d) a_{2}^{j_{2}}(d) \cdots a_{n}^{j_{n}}(d)}{(1!)^{j_{1}}(2!)^{j_{2}} \cdots(n!)^{j_{n}}} \\
& =\sum_{k=1}^{n} \frac{1}{k!} \sum_{j} \frac{n!k!}{j_{1}!j_{2}!\cdots j_{n}!} \frac{a_{k} \otimes a_{1}^{j_{1}} a_{2}^{j_{2}} \cdots a_{n}^{j_{n}}}{(1!)^{j_{1}}(2!)^{j_{2}} \cdots(n!)^{j_{n}}}(c, d) .
\end{aligned}
$$
\]

For example, the first few coproducts ordered by degree are:

$$
\begin{aligned}
\Delta a_{1} & =a_{1} \otimes a_{1} \\
\Delta a_{2} & =a_{1} \otimes a_{2}+a_{2} \otimes a_{1}^{2} \\
\Delta a_{3} & =a_{1} \otimes a_{3}+a_{2} \otimes 3 a_{1} a_{2}+a_{3} \otimes a_{1}^{3} \\
\Delta a_{4} & =a_{1} \otimes a_{4}+a_{2} \otimes\left(4 a_{1} a_{3}+3 a_{2}^{2}\right)+a_{3} \otimes 6 a_{1}^{2} a_{2}+a_{4} \otimes a_{1}^{4} \\
& \vdots
\end{aligned}
$$

Thus, $(H, \mu, \sigma, \Delta, \epsilon)$ forms a connected graded commutative noncocommutiative bialgebra with $\sigma(1)=\mathbf{1}, \epsilon\left(a_{n}\right)=0$ for $n>1$, and $\epsilon(\mathbf{1})=1$. From Theorem 2.10 it follows that this bialgebra is a Hopf algebra. In this case, the reduced coproduct is

$$
\begin{aligned}
\Delta^{\prime} a_{2} & =0 \otimes 0 \\
\Delta^{\prime} a_{3} & =a_{2} \otimes 3 a_{2} \\
\Delta^{\prime} a_{4} & =a_{2} \otimes\left(4 a_{3}+3 a_{2}^{2}\right)+a_{3} \otimes 6 a_{2} \\
& \vdots
\end{aligned}
$$

and the antipode computed using (2.29) is:

$$
\begin{align*}
S a_{1} & =a_{1}  \tag{2.37a}\\
S a_{2} & =-a_{2}  \tag{2.37b}\\
S a_{3} & =-a_{3}-S\left(a_{2}\right) 3 a_{2}=-a_{3}+3 a_{2}^{2}  \tag{2.37c}\\
S a_{4} & =-a_{4}-S\left(a_{2}\right)\left(4 a_{3}+3 a_{2}^{2}\right)-S\left(a_{3}\right) 6 a_{2} \\
& =-a_{4}-\left(-a_{2}\right)\left(4 a_{3}+3 a_{2}^{2}\right)-\left(-a_{3}+3 a_{2}^{2}\right) 6 a_{2} \\
& =-a_{4}+4 a_{2} a_{3}+3 a_{2}^{3}+6 a_{2} a_{3}-18 a_{2}^{3}
\end{align*}
$$

$$
\begin{equation*}
=-a_{4}+10 a_{2} a_{3}-15 a_{2}^{3} \tag{2.37~d}
\end{equation*}
$$

Note, in particular, that in the $S a_{4}$ calculation above there is some inter-term cancellation involving the monomial $a_{2}^{3}$. If this calculation is repeated using instead (2.30), one will observe that there is no such cancellations ever (see Problem 2.6.6). In fact, it is known that the number of inter-term cancellations increases dramatically with degree, which from a computational point of view is wasteful. The cancellation free right antipode formula (2.30) is known in the literature as a Zimmermann formula. In addition, observe from (2.32) that

$$
\left(S a_{n}\right)(c)=a_{n}\left(c^{-1}\right), \quad n \geq 1,
$$

where $c^{-1} \in \mathbb{R}[[X]]$ denotes the generating series for $f_{c}^{-1}$, that is, $f_{c^{-1}}=f_{c}^{-1}$. In which case, the antipode of this Hopf algebra in affect yields a recursive form of the Lagrange series inversion formula.

Example 2.23 Consider the function $f_{c}(z)=\log (1+z)$, where $f_{c}(0)=0$ and $f_{c}^{\prime}(0)=1$. Then $f_{c}^{-1}(z)=\mathrm{e}^{z}-1$ so that

$$
f_{c}(z)=z-\frac{z^{2}}{2!}+2 \frac{z^{3}}{3!}-6 \frac{z^{4}}{4!}+24 \frac{z^{5}}{5!}+\cdots
$$

and

$$
f_{c^{-1}}(z)=z+\frac{z^{2}}{2!}+\frac{z^{3}}{3!}+\frac{z^{4}}{4!}+\frac{z^{5}}{5!}+\cdots
$$

Observe that

$$
\begin{aligned}
a_{1}\left(c^{-1}\right) & =a_{1}(c)=1 \\
a_{2}\left(c^{-1}\right) & =-a_{2}(c)=-(-1)=1 \\
a_{3}\left(c^{-1}\right) & =-a_{3}(c)+3 a_{2}^{2}(c)=-(2)+3(-1)^{2}=1 \\
a_{4}\left(c^{-1}\right) & =-a_{4}(c)-15 a_{2}^{3}(c)+10 a_{2}(c) a_{3}(c) \\
& =-(-6)+10(-1)(2)-15(-1)^{3}=1
\end{aligned}
$$

as expected.

Finally, recall that the set of characters $\left\{\Phi_{c}: H \rightarrow \mathbb{R}: c \in \mathbb{R}_{p}[[X]]\right.$, $(c, x)=1\}$ forms a group under convolution. From (2.33)-(2.34) it follows for $n \geq 1$ that

$$
\left.\begin{array}{rl}
\left(\Phi_{c} \star \Phi_{d}\right)\left(a_{n}\right) & =a_{n}(c \circ d) \\
\Phi_{c}^{\star-1}\left(a_{n}\right) & =\left(c \circ d, x^{n}\right)(c)
\end{array}\right)=\left(c^{-1}, x^{n}\right) .
$$

Therefore, $G_{F d B}$ is isomorphic to the character group associated with the Hopf algebra $H$.

### 2.7 Composition Products

Motivated by the final example in the previous section, a class of formal power series products known as composition products is considered in this section. They all come from the same basic construction process. involving two alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ and $\tilde{X}=\left\{\tilde{x}_{0}, \tilde{x}_{1}, \ldots, \tilde{x}_{\tilde{m}}\right\}$ and two formal power series $c \in \mathbb{R}^{\tilde{\ell}}\langle\langle\tilde{X}\rangle\rangle$ and $d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$. Mathematically there is no need for any type of compatibility between the parameters $m, \ell, \tilde{m}$ and $\tilde{\ell}$. But in many applications there generally is some kind of natural matching requirement such as $\ell=\tilde{m}$.

Definition 2.20 Fix two alphabets, $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ and $\tilde{X}=$ $\left\{\tilde{x}_{0}, \tilde{x}_{1}, \ldots, \tilde{x}_{\tilde{m}}\right\}$, and assume that $\mathbb{R}\langle\langle X\rangle\rangle$ is an associative $\mathbb{R}$-algebra with product $\square$ and multiplicative identity element $\mathbf{1}$. The associated composition product is the binary operation

$$
\begin{aligned}
\mathbb{R}^{\tilde{\ell}}\langle\langle\tilde{X}\rangle\rangle \times \mathbb{R}^{\ell}\langle\langle X\rangle\rangle & \rightarrow \mathbb{R}^{\tilde{\ell}}\langle\langle X\rangle\rangle \\
(c, d) & \mapsto c \circ d=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \tilde{\eta} \circ d,
\end{aligned}
$$

where $\tilde{\eta} \circ d$ is the unique extension of

$$
\tilde{x}_{i} \circ d=\rho_{i}(d), \quad i=0,1, \ldots, \tilde{m}
$$

to $\tilde{X}^{*}$ given by

$$
\left(\tilde{x}_{i_{k}} \tilde{x}_{i_{k-1}} \cdots \tilde{x}_{i_{1}}\right) \circ d=\rho_{i_{k}}(d) \square \rho_{i_{k-1}}(d) \square \cdots \square \rho_{i_{1}}(d)
$$

with $\rho_{i}: \mathbb{R}^{\ell}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}\langle\langle X\rangle\rangle$ such that $\rho_{i}(\emptyset)=\mathbf{1}, i=0,1, \ldots, \tilde{m}$ and $\emptyset \circ d=\mathbf{1}$.

Composition products arise in many forms when systems are interconnected to produce new systems. Their particular form depends on the nature of the systems involved. Whenever possible, the same notation will be used, and the specific definition will be evident from the context. It is easily verified that any composition product is $\mathbb{R}$-linear in its left argument, that is, for any real numbers $\alpha$ and $\beta$

$$
(\alpha c+\beta d) \circ e=\alpha(c \circ e)+\beta(d \circ e),
$$

but in general $c \circ(\alpha d+\beta e) \neq \alpha(c \circ d)+\beta(c \circ e)$ (see Problem 2.7.1). Before tackling the more technical issues, such as the conditions under which a composition product is well defined, some important examples are introduced. These examples will appear frequently in later chapters as they are all inspired by system interconnections.

Example 2.24 Suppose $X=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}, \tilde{X}=\left\{\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{\tilde{m}}\right\}$, $c \in \mathbb{R}^{\tilde{}}\langle\langle\tilde{X}\rangle\rangle$ and $d \in \mathbb{R}^{\tilde{m}}\langle\langle X\rangle\rangle$. Note that number of components series in $d$, namely $\tilde{m}$, is equal to the number of letters in $\tilde{X}$. Let $d_{i}$ denote the $i$-th component series of $d$, that is, $\left(d_{i}, \xi\right)=(d, \xi)_{i}$ for every $\xi \in X^{*}$. Consider the composition product defined by letting $\rho_{i}(d)=d_{i}, i=1, \ldots, \tilde{m}$, and

$$
(\underbrace{\tilde{x}_{i_{1}} \tilde{x}_{i_{2}} \cdots \tilde{x}_{i_{k}}}_{\tilde{\eta}}) \circ d=d_{i_{1}} d_{i_{2}} \cdots d_{i_{k}}=: d^{\tilde{\eta}} .
$$

In which case,

$$
c \circ d=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) d \tilde{\eta} .
$$

If the letters in $\tilde{X}$ commute, then the composition product is written in the exponential form

$$
c \circ d=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{d^{\tilde{\eta}}}{\tilde{\eta}!}
$$

(review Example 2.7). If, in addition, the letters in the alphabet $X$ also commute, then the power $d^{\tilde{\eta}}$ is taken to be the multinomial catenation power having coefficients

$$
\left(d^{\tilde{\eta}}, \eta\right)=\sum_{\eta_{1} \cdots \eta_{k}=\eta}\left(d_{i_{1}}, \eta_{1}\right) \cdots\left(d_{i_{k}}, \eta_{k}\right) \frac{\eta!}{\eta_{1}!\cdots \eta_{k}!}, \quad \eta \in X^{*} .
$$

This type of composition product describes function composition in the sense described in the previous section, but in the multivariable setting. That is, suppose $U$ and $V$ are two neighborhoods of the origin. Let $f_{c}: U \subset \mathbb{R}^{\tilde{m}} \rightarrow \mathbb{R}^{\tilde{\ell}}$ and $f_{d}: V \subset \mathbb{R}^{m} \rightarrow \mathbb{R}^{\tilde{m}}$ be real analytic functions with $f_{d}(V) \subset U$ and having Taylor series about $\tilde{z}=0$ and $z=0$,

$$
\begin{aligned}
& f_{c}\left(\tilde{z}_{1}, \tilde{z}_{2}, \ldots, \tilde{z}_{\tilde{m}}\right)=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{\tilde{z}^{\tilde{\eta}}}{\tilde{\eta}!} \\
& f_{d}\left(z_{1}, z_{2}, \ldots, z_{m}\right)=\sum_{\eta \in X^{*}}(d, \eta) \frac{z^{\eta}}{\eta!}
\end{aligned}
$$

respectively. Here $c \in \mathbb{R}^{\tilde{\ell}}[[\tilde{X}]]$, and $d \in \mathbb{R}^{\tilde{m}}[[X]]$ is assumed to be proper, i.e., $f_{d}(0)=0 .{ }^{9}$ The composite function $f_{c} \circ f_{d}$ corresponds to setting $\tilde{z}_{i}=f_{d, i}(z), i=1,2, \ldots, \tilde{m}$. By direct substitution observe

$$
\begin{aligned}
& f_{c} \circ f_{d}(z) \\
& =\left.\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{\tilde{z}^{\tilde{\eta}}}{\tilde{\eta}!}\right|_{\tilde{z}=f_{d}(z)} \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{f_{d, i_{1}}(z) \cdots f_{d, i_{k}}(z)}{\tilde{\eta}!} \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{1}{\tilde{\eta}!}\left[\sum_{\eta_{1} \in X^{*}}\left(d_{i_{1}}, \eta_{1}\right) \frac{z^{\eta_{1}}}{\eta_{1}!}\right] \cdots\left[\sum_{\eta_{k} \in X^{*}}\left(d_{i_{k}}, \eta_{k}\right) \frac{z^{\eta_{k}}}{\eta_{k}!}\right] \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{1}{\tilde{\eta}!}\left[\sum_{\eta_{1}, \ldots, \eta_{k} \in X^{*}}\left(d_{i_{1}}, \eta_{1}\right) \cdots\left(d_{i_{k}}, \eta_{k}\right) \frac{z^{\eta_{1}} \cdots z^{\eta_{k}}}{\eta_{1}!\cdots \eta_{k}!}\right] \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{1}{\tilde{\eta}!}\left[\sum_{\eta \in X^{*}}\left[\sum_{\eta_{1} \cdots \eta_{k}=\eta}\left(d_{i_{1}}, \eta_{1}\right) \cdots\left(d_{i_{k}}, \eta_{k}\right) \frac{\eta!}{\eta_{1}!\cdots \eta_{k}!}\right] \frac{z^{\eta}}{\eta!}\right] \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{1}{\tilde{\eta}!}\left[\sum_{\eta \in X^{*}}\left(d^{\tilde{\eta}}, \eta\right) \frac{z^{\eta}}{\eta!}\right]
\end{aligned}
$$

[^10]\[

$$
\begin{aligned}
& =\sum_{\eta \in X^{*}}\left[\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta})\left(d^{\tilde{\eta}}, \eta\right) \frac{1}{\tilde{\eta}!}\right] \frac{z^{\eta}}{\eta!} \\
& =\sum_{\eta \in X^{*}}(c \circ d, \eta) \frac{z^{\eta}}{\eta!} \\
& =f_{c o d}(z) .
\end{aligned}
$$
\]

In which case, $f_{c} \circ f_{d}=f_{c o d}$. So the underlying composition product for the commutative alphabets $X$ and $\tilde{X}$ is that induced by function composition.

Example 2.25 In this example, the situation is mixed. One alphabet is commutative, while the other is not. Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$, $\tilde{X}=\left\{\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{\tilde{m}}\right\}, c \in \mathbb{R}^{\ell}[[\tilde{X}]]$ and $d \in \mathbb{R}^{\tilde{m}}\langle\langle X\rangle\rangle$. If $\rho_{i}(d)=d_{i}$, $i=1, \ldots, \tilde{m}$, and

$$
(\underbrace{\tilde{x}_{i_{1}} \tilde{x}_{i_{2}} \cdots \tilde{x}_{i_{k}}}_{\tilde{\eta}}) \circ d=d_{i_{1}} ш d_{i_{2}} ш \cdots ш d_{i_{k}}=d^{ш \tilde{\eta}}
$$

then

$$
c \circ d=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{d d^{\omega} \tilde{\eta}}{\tilde{\eta}!} .
$$

This type of composition product describes the interconnection of an integral operator $E_{p} \in \mathcal{E}(\mathbb{R}\langle X\rangle)$, as described in Section 2.4, followed by a function $f_{c}$, specifically, $f_{c} \circ E_{p}=E_{c \circ p}$. The composite system will be called a Wiener-Fliess system in Chapter 3, where in general the polynomial $p$ can be replaced with a formal power series $d$ to produce a well defined map $F_{d}$. A special case of such compositions is the class of state space systems considered in Chapter 6. In this case, $F_{d}$ will represent the solution to the state equation, and $f_{c}$ will be the output function. So the mapping from input to output is given by the composition $f_{c} \circ F_{d}=F_{c o d}$.

Example 2.26 This example describes a type of composition product involving only a single noncommutative alphabet, $X=\left\{x_{0}, x_{1}, \ldots\right.$, $\left.x_{m}\right\}$. Suppose $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ and $d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$. Define the family of linear operators

$$
\begin{align*}
\psi_{d}\left(x_{i}\right) & : \mathbb{R}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}\langle\langle X\rangle\rangle \\
& : e \mapsto x_{0}\left(d_{i} ш e\right) \tag{2.38}
\end{align*}
$$

$i=0,1, \ldots, m$ with $d_{0}:=1$. Extend the definition inductively to words by letting

$$
\psi_{d}\left(x_{i} x_{j}\right)=\psi_{d}\left(x_{i}\right) \bullet \psi_{d}\left(x_{j}\right)
$$

where ' $\bullet$ ' above denotes operator composition, and $\psi_{d}(\emptyset):=$ id. Since this product is associative and $\mathbb{R}$-bilinear, in effect $\psi_{d}$ is a continuous (in the ultrametric sense) algebra homomorphism mapping the associative algebra $(\mathbb{R}\langle\langle X\rangle\rangle$, cat, $\mathbf{1})$ to the associative operator algebra $(\operatorname{End}(\mathbb{R}\langle\langle X\rangle\rangle), \bullet, i d)$. In this setting, define a formal power series composition product by setting $\rho_{i}(d)=\psi_{d}\left(x_{i}\right)(\mathbf{1}), i=0,1, \ldots, m$, and

$$
\begin{aligned}
\left(x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}}\right) \circ d & =\psi_{d}\left(x_{i_{k}}\right) \bullet \psi_{d}\left(x_{i_{k-1}}\right) \bullet \cdots \bullet \psi_{d}\left(x_{i_{1}}\right)(\mathbf{1}) \\
& =\psi_{d}\left(x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}}\right)(\mathbf{1})
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
c \circ d & =\sum_{\eta \in X^{*}}(c, \eta) \eta \circ d \\
& =\sum_{\eta \in X^{*}}(c, \eta) \psi_{d}(\eta)(\mathbf{1})
\end{aligned}
$$

This type of composition product describes the composition of two integral operators in the class $\mathcal{E}(\mathbb{R}\langle X\rangle)$. Namely, if $E_{p}, E_{q} \in \mathcal{E}(\mathbb{R}\langle X\rangle)$ then $E_{p} \circ E_{q}=E_{p \circ q}$. For example,

$$
\left(E_{x_{1}} \circ E_{x_{1}}\right)[u]=E_{x_{1}}\left[E_{x_{1}}[u]\right]=E_{x_{0} x_{1}}[u]
$$

and in fact

$$
x_{1} \circ x_{1}=\psi_{x_{1}}\left(x_{1}\right)(\mathbf{1})=x_{0}\left(x_{1} \amalg \mathbf{1}\right)=x_{0} x_{1}
$$

A variation of this product, say $c \tilde{o} d$, uses the following linear operators

$$
\begin{align*}
\phi_{d}\left(x_{i}\right) & : \mathbb{R}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}\langle\langle X\rangle\rangle \\
& : e \mapsto x_{i} e+x_{0}\left(d_{i} ш e\right) \tag{2.39}
\end{align*}
$$

for $i=0,1,2, \ldots, m$ with $d_{0}:=0$. For example, $x_{1} \tilde{\circ} x_{1}=x_{1}+x_{0} x_{1}$. This product can be used to describe the feedback connection of two integral operators. Both of these composition products will be further developed and applied in Chapter 3.
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The well definedness of a composition product is considered next. The following two theorems will cover all the examples described above. The only difference in their assumptions is the inequalities in their first item. If the inequality is the strict sense, then the composition product is always well defined. If not, then an additional condition involving properness is needed.

Theorem 2.11 Consider a composition product defined by $(\rho, \square, \mathbf{1})$, where

1. $\operatorname{ord}\left(\rho_{i}(d)\right)>\operatorname{ord}(d), i=0,1, \ldots, \tilde{m}, d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$
2. $\operatorname{ord}\left(d \square d^{\prime}\right)=\operatorname{ord}(d)+\operatorname{ord}\left(d^{\prime}\right), d, d^{\prime} \in \mathbb{R}\langle\langle X\rangle\rangle$.

For any $c \in \mathbb{R}^{\tilde{\ell}}\langle\langle\tilde{X}\rangle\rangle$ and $d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ the composition $c \circ d$ is a well defined series in $\mathbb{R}^{\tilde{e}}\langle\langle X\rangle\rangle$.

Proof: It suffices to show that the family of formal power series $\{\tilde{\eta} \circ$ $d\}_{\tilde{\eta} \in \tilde{X}^{*}}$ is locally finite, and hence, summable. For a fixed $d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ defined the integers $r_{i}=\operatorname{ord}\left(\rho_{i}(d)\right)-\operatorname{ord}(d)>0, i=0,1, \ldots, \tilde{m}$, and $r=\min _{i} r_{i}>0$. Then given any word $\tilde{\eta} \in \tilde{X}^{+}$:

$$
\left.\begin{array}{rl}
\operatorname{ord}(\tilde{\eta} \circ d) & =\operatorname{ord}(\underbrace{\left(\tilde{x}_{i_{k}} \tilde{x}_{i_{k-1}} \cdots \tilde{x}_{i_{1}}\right.}_{\tilde{\eta}}
\end{array} d\right) \quad\left(\begin{array}{crc} 
\\
& =\operatorname{ord}\left(\rho_{i_{k}}(d) \square \rho_{i_{k-1}}(d) \square \cdots \square \rho_{i_{1}}(d)\right) \\
& =\sum_{j=1}^{k} \operatorname{ord}\left(\rho_{i_{j}}(d)\right) \\
& =\sum_{j=1}^{k} \operatorname{ord}(d)+r_{i_{j}} \\
& \geq|\tilde{\eta}|(\operatorname{ord}(d)+r) .
\end{array}\right.
$$

Since $\operatorname{ord}(d)+r \geq 1, \operatorname{ord}(\tilde{\eta} \circ d)$ increases at least proportionally as the length of $\tilde{\eta}$ is increased. So for a fixed $\xi \in X^{*}$ the set

$$
I_{d}(\xi):=\left\{\tilde{\eta} \in \tilde{X}^{*}:(\tilde{\eta} \circ d, \xi) \neq 0\right\}
$$

must be finite since $(\tilde{\eta} \circ d, \xi)=0$ when the length of $\tilde{\eta}$ is such that

$$
|\tilde{\eta}|(\operatorname{ord}(d)+r)>|\xi| .
$$

In which case, the family in question is locally finite.

Theorem 2.12 Consider a composition product defined by $(\rho, \square, \mathbf{1})$, where

1. $\operatorname{ord}\left(\rho_{i}(d)\right) \geq \operatorname{ord}(d), i=0,1, \ldots, \tilde{m}, d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$
2. $\operatorname{ord}\left(d \square d^{\prime}\right)=\operatorname{ord}(d)+\operatorname{ord}\left(d^{\prime}\right), d, d^{\prime} \in \mathbb{R}\langle\langle X\rangle\rangle$.

For any $c \in \mathbb{R}^{\tilde{\ell}}\langle\langle\tilde{X}\rangle\rangle$ and a proper $d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ the composition $c \circ d$ is a well defined series in $\mathbb{R}^{\tilde{l}}\langle\langle X\rangle\rangle$.

Proof: Following the same logic as in the proof of the previous theorem, one can conclude here that

$$
\operatorname{ord}(\tilde{\eta} \circ d) \geq|\tilde{\eta}| \operatorname{ord}(d)
$$

Since $d$ is proper, ord $(d) \geq 1$. In which case,

$$
I_{d}(\xi)=\left\{\tilde{\eta} \in \tilde{X}^{*}:(\tilde{\eta} \circ d, \xi) \neq 0\right\}
$$

is finite since $(\tilde{\eta} \circ d, \xi)=0$ when the length of $\tilde{\eta}$ is such that

$$
|\tilde{\eta}| \operatorname{ord}(d)>|\xi| .
$$

This proves the theorem.

Example 2.27 Suppose $\rho_{i}(d)=d_{i}, i=1,2, \ldots, \tilde{m}$ as in Examples 2.24 and 2.25. Clearly, $\operatorname{ord}\left(\rho_{i}(d)\right)=\operatorname{ord}\left(d_{i}\right) \geq \operatorname{ord}(d)$ as required by Theorem 2.12. Furthermore, the catenation product and shuffle product both satisfy item 2 in Theorem 2.12 (see Lemma 2.2 in the latter case). Therefore, the corresponding composition products are well defined if $d$ is proper.

Example 2.28 Consider the first composition product defined in Example 2.26. From Lemma 2.2 it follows that for any $e \in \mathbb{R}\langle\langle X\rangle\rangle$

$$
\operatorname{ord}\left(\psi_{d}\left(x_{i}\right)(e)\right)=\operatorname{ord}\left(d_{i}\right)+\operatorname{ord}(e)+1 .
$$

Therefore,

$$
\operatorname{ord}\left(\rho_{i}(d)\right)=\operatorname{ord}\left(\psi_{d}\left(x_{i}\right)(\mathbf{1})\right)=\operatorname{ord}\left(d_{i}\right)+1>\operatorname{ord}(d), \quad i=0,1, \ldots, m
$$

Furthermore,

$$
\begin{aligned}
\operatorname{ord}\left(\psi_{d}\left(x_{i}\right) \bullet \psi_{d}\left(x_{j}\right)(\mathbf{1})\right) & =\operatorname{ord}\left(x_{0}\left(d_{i} ш\left(x_{0}\left(d_{j} \amalg \mathbf{1}\right)\right)\right)\right) \\
& =\operatorname{ord}\left(d_{i}\right)+1+\operatorname{ord}\left(d_{j}\right)+1 \\
& =\operatorname{ord}\left(\psi_{d}\left(x_{i}\right)(\mathbf{1})\right)+\operatorname{ord}\left(\psi_{d}\left(x_{j}\right)(\mathbf{1})\right) .
\end{aligned}
$$

In which case, Theorem 2.11 applies, and the composition product $\operatorname{cod}$ is well defined everywhere on $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle \times \mathbb{R}^{m}\langle\langle X\rangle\rangle$.

The next theorem gives conditions under which a composition product is associative. Of course, this only makes sense if the composition is defined for two series coming from the same underlying set. The theorem is stated here under the simplifying assumption that all the series are coming from $\mathbb{R}\langle\langle X\rangle\rangle$ with $X=\left\{x_{0}, x_{1}\right\}$. It can be stated and proved in a much more general setting, like that of Definition 2.20, but this only complicates the notation while obscuring the fundamental idea.

Theorem 2.13 Consider a composition product defined by $(\rho, \square, \mathbf{1})$ on $\mathbb{R}\langle\langle X\rangle\rangle \times \mathbb{R}\langle\langle X\rangle\rangle$ with $X=\left\{x_{0}, x_{1}\right\}$. If for every $c, d, e \in \mathbb{R}\langle\langle X\rangle\rangle$

$$
\begin{equation*}
(c \square d) \circ e=(c \circ e) \square(d \circ e), \tag{2.40}
\end{equation*}
$$

then the composition product is associative.
Proof: It is first shown by induction that for any word $\eta \in X^{*}$ and series $d, e \in \mathbb{R}\langle\langle X\rangle\rangle$

$$
(\eta \circ d) \circ e=\eta \circ(d \circ e) .
$$

If $\eta=\emptyset$ then directly

$$
(\emptyset \circ d) \circ e=\mathbf{1} \circ e=\mathbf{1}=\emptyset \circ(d \circ e) .
$$

Now suppose the claim holds for words up to some fixed length $k \geq 0$. Select any $x_{i} \in X, \eta \in X^{k}$ and observe from Definition 2.20 and (2.40) that

$$
\begin{aligned}
\left(\left(x_{i} \eta\right) \circ d\right) \circ e & =\left(\left(x_{i} \circ d\right) \square(\eta \circ d)\right) \circ e \\
& =\left(\left(x_{i} \circ d\right) \circ e\right) \square((\eta \circ d) \circ e) .
\end{aligned}
$$

Applying the induction hypothesis and Definition 2.20 one more time gives

$$
\begin{aligned}
\left(\left(x_{i} \eta\right) \circ d\right) \circ e & =\left(x_{i} \circ(d \circ e)\right) \square(\eta \circ(d \circ e)) \\
& =\left(x_{i} \eta\right) \circ(d \circ e) .
\end{aligned}
$$

Hence, the proposed identity holds for all $\eta \in X^{*}$. Finally, for any $c \in \mathbb{R}\langle\langle X\rangle\rangle$ it follows that

$$
\begin{aligned}
(c \circ d) \circ e & =\left(\sum_{\eta \in X^{*}}(c, \eta) \eta \circ d\right) \circ e=\sum_{\eta \in X^{*}}(c, \eta)(\eta \circ d) \circ e \\
& =\sum_{\eta \in X^{*}}(c, \eta) \eta \circ(d \circ e)=c \circ(d \circ e) .
\end{aligned}
$$

Therefore, the composition product on $\mathbb{R}\langle\langle X\rangle\rangle$ is associative.

Example 2.29 Consider the composition product defined in Example 2.24. In this case, the product $\square$ corresponds to the catenation product, which is bilinear, and $\rho_{i}(d)=d_{i}$. Therefore, it is sufficient to check a reduced version (2.40), namely,

$$
\begin{equation*}
(\eta \square \xi) \circ e=(\eta \circ e) \square(\xi \circ e), \quad \eta, \xi \in X^{*} . \tag{2.41}
\end{equation*}
$$

Observe that if $\eta=x_{i_{k}} \cdots x_{i_{1}}$ and $\xi=x_{j_{\ell}} \cdots x_{j_{1}}$, then

$$
\begin{aligned}
(\eta \xi) \circ e & =\left(\left(x_{i_{k}} \cdots x_{i_{1}}\right)\left(x_{j_{\ell}} \cdots x_{j_{1}}\right)\right) \circ e \\
& =\rho_{i_{k}}(e) \cdots \rho_{i_{1}}(e) \rho_{j_{\ell}}(e) \cdots \rho_{j_{1}}(e) \\
& =e_{i_{k}} \cdots e_{i_{1}} e_{j_{\ell}} \cdots e_{j_{1}} \\
& =\left(\rho_{i_{k}}(e) \cdots \rho_{i_{1}}(e)\right)\left(\rho_{j_{\ell}}(e) \cdots \rho_{j_{1}}(e)\right) \\
& =(\eta \circ e)(\xi \circ e) .
\end{aligned}
$$

Hence, this composition product is associative, which comes as no surprise since it is induced by function composition, which is well known to be associative.

Example 2.30 Consider the first composition product defined in Example 2.26. Here $\square$ is effectively operator composition on $\operatorname{End}(\mathbb{R}\langle\langle X\rangle\rangle)$,
which is $\mathbb{R}$-bilinear, and $\rho_{i}(d)=\psi_{d}\left(x_{i}\right)(\mathbf{1}), i=0,1$. So again it is sufficient to check (2.41), which in this case is

$$
\begin{equation*}
\left(\psi_{d}(\eta) \bullet \psi_{d}(\xi)(\mathbf{1})\right) \circ e=\psi_{d \circ e}(\eta) \bullet \psi_{d \circ e}(\xi)(\mathbf{1}) \tag{2.42}
\end{equation*}
$$

Suppose, for example, that $\eta=\xi=x_{1}$. Then, using the identity in Problem 2.7.7(d), it follows that

$$
\begin{aligned}
\left(\psi_{d}\left(x_{1}\right) \bullet \psi_{d}\left(x_{1}\right)(\mathbf{1})\right) \circ e & =\left(x _ { 0 } \left(d_{1} ш\left(x_{0}\left(d_{1} ш \mathbf{1}\right)\right) \circ e\right.\right. \\
& =x_{0}\left(\left(d_{1} \circ e\right) ш\left(x_{0}\left(d_{1} \circ e\right)\right)\right. \\
& =\psi_{\text {doe }}\left(x_{1}\right) \bullet \psi_{\text {doe }}\left(x_{1}\right)(\mathbf{1}),
\end{aligned}
$$

which is in agreement with (2.42). The general case can be proved by induction, and thus, this composition product is associative (see Problem 2.7.4).

In contrast, the second composition product in Example 2.26 does not satisfy the condition (2.41) and is in fact not associative. Continuing the earlier example, it is evident that

$$
\left(x_{1} \tilde{\circ} x_{1}\right) \tilde{\circ} x_{1}=x_{1}+2 x_{0} x_{1}+x_{0}^{2} x_{1},
$$

while

$$
x_{1} \tilde{\circ}\left(x_{1} \tilde{\circ} x_{1}\right)=x_{1}+x_{0} x_{1}+x_{0}^{2} x_{1} .
$$

The section is concluded by developing a bit further the first composition product described in Example 2.26. As indicated earlier, it will appear shortly in the context of system interconnections. In the analysis that follows, it is useful to write an arbitrary $\eta \in X^{*}$ in the form

$$
\begin{equation*}
\eta=x_{0}^{n_{k}} x_{i_{k}} x_{0}^{n_{k-1}} x_{i_{k-1}} \cdots x_{0}^{n_{1}} x_{i_{1}} x_{0}^{n_{0}}, \tag{2.43}
\end{equation*}
$$

where $i_{j} \neq 0$ for $j=1, \ldots, k$. In which case,

$$
\begin{aligned}
\eta \circ d= & \psi_{d}\left(x_{0}^{n_{k}}\right) \bullet \psi_{d}\left(x_{i_{k}}\right) \bullet \psi_{d}\left(x_{0}^{n_{k-1}}\right) \bullet \psi_{d}\left(x_{i_{k-1}}\right) \bullet \cdots \\
& \bullet \psi_{d}\left(x_{0}^{n_{1}}\right) \bullet \psi_{d}\left(x_{i_{1}}\right) \bullet \psi_{d}\left(x_{0}^{n_{0}}\right) \\
= & x_{0}^{n_{k}+1}\left[d_{i_{k}} ш x_{0}^{n_{k-1}+1}\left[d_{i_{k-1}} ш \cdots x_{0}^{n_{1}+1}\left[d_{i_{1}} ш x_{0}^{n_{0}}\right] \cdots\right]\right] .
\end{aligned}
$$

It is easily verified that

$$
\begin{align*}
\operatorname{ord}(\eta \circ d) & =n_{0}+k+\sum_{j=1}^{k} n_{j}+\operatorname{ord}\left(d_{i_{j}}\right) \\
& =|\eta|+\sum_{j=1}^{|\eta|-|\eta|_{x_{0}}} \operatorname{ord}\left(d_{i_{j}}\right)  \tag{2.44}\\
& \geq|\eta|+\left(|\eta|-|\eta|_{x_{0}}\right) \operatorname{ord}(d) . \tag{2.45}
\end{align*}
$$

Alternatively, for any $\eta \in X^{*}$, one can uniquely associate a set of right factors $\left\{\eta_{0}, \eta_{1}, \ldots, \eta_{k}\right\}$ by the iteration

$$
\begin{equation*}
\eta_{j+1}=x_{0}^{n_{j+1}} x_{i_{j+1}} \eta_{j}, \quad \eta_{0}=x_{0}^{n_{0}}, \quad i_{j+1} \neq 0 \tag{2.46}
\end{equation*}
$$

so that $\eta=\eta_{k}$ with $k=|\eta|-|\eta|_{x_{0}}$. In which case, $\eta \circ d=\eta_{k} \circ d$, where

$$
\eta_{j+1} \circ d=x_{0}^{n_{j+1}+1}\left[d_{i_{j+1}} ш\left(\eta_{j} \circ d\right)\right]
$$

and $\eta_{0} \circ d=x_{0}^{n_{0}}$. Then for any $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ and $d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, the composition product can be written using the set of all right factors as described by (2.46). For each word $\eta \in X^{i}$, the $j$-th right factor, $\eta_{j}$, has exactly $j$ letters not equal to $x_{0}$. Therefore, given any $\nu \in X^{*}$ :

$$
\begin{equation*}
(c \circ d, \nu)=\sum_{i=0}^{|\nu|} \sum_{j=0}^{i} \sum_{\eta_{j} \in X^{i}}\left(c, \eta_{j}\right)\left(\eta_{j} \circ d, \nu\right) . \tag{2.47}
\end{equation*}
$$

The third summation is understood to be the sum over the set of all possible $j$-th right factors of words of length $i$. This set has a familiar combinatoric interpretation. A composition of a positive integer $N$ is an ordered set of positive integers $\left\{a_{1}, a_{2}, \ldots, a_{K}\right\}$ such that $N=$ $a_{1}+a_{2}+\cdots+a_{K}$. (For example, the integer 3 has the compositions $1+1+1,1+2,2+1$ and 3$)$. For a given $N$ and $K$, it is well known that there are $\mathcal{C}_{K}(N)=\binom{N-1}{K-1}$ possible compositions. Now each factor $\eta_{j} \in X^{i}$, when written in the form

$$
\eta_{j}=x_{0}^{n_{j}} x_{i_{j}} x_{0}^{n_{j-1}} x_{i_{j-1}} \cdots x_{0}^{n_{1}} x_{i_{1}} x_{0}^{n_{0}}
$$

maps to a unique composition of $i+1$ with $j+1$ elements:

$$
i+1=\left(n_{0}+1\right)+\left(n_{1}+1\right)+\cdots+\left(n_{j}+1\right)
$$

Thus, there are exactly $\mathcal{C}_{j+1}(i+1) m^{j}=\binom{i}{j} m^{j}$ possible factors $\eta_{j}$ in $X^{i}$, and the total number of terms in the summations appearing in (2.47) is

$$
\frac{\left((m+1)^{|\nu|+1}-1\right)}{m} \leq \frac{m+1}{m}(m+1)^{|\nu|} .
$$

This provides in general a very conservative estimate on the growth rate of the coefficients of $c \circ d$.

Example 2.31 A series $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is called linear if

$$
\begin{equation*}
\operatorname{supp}(c) \subseteq\left\{\eta \in X^{*}: \eta=x_{0}^{n_{1}} x_{i} x_{0}^{n_{0}}, i \in\{1,2, \ldots, m\}, n_{1}, n_{0} \geq 0\right\} \tag{2.48}
\end{equation*}
$$

Since the shuffle product is $\mathbb{R}$-bilinear on the vector space $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, it follows for any $\eta=x_{0}^{n_{1}} x_{i} x_{0}^{n_{0}}$ that

$$
\begin{aligned}
\eta \circ(\alpha d+\beta e) & =x_{0}^{n_{1}+1}\left[(\alpha d+\beta e)_{i} ш x_{0}^{n_{0}}\right] \\
& =\alpha x_{0}^{n_{1}+1}\left(d_{i} ш x_{0}^{n_{0}}\right)+\beta x_{0}^{n_{1}+1}\left(e_{i} ш x_{0}^{n_{0}}\right) \\
& =\alpha(\eta \circ d)+\beta(\eta \circ e) .
\end{aligned}
$$

Therefore, if $c$ is a linear series then

$$
\begin{aligned}
c \circ(\alpha d+\beta e) & =\sum_{\eta \in X^{*}}(c, \eta) \eta \circ(\alpha d+\beta e) \\
& =\sum_{\eta \in X^{*}} \alpha(c, \eta) \eta \circ d+\beta(c, \eta) \eta \circ e \\
& =\alpha(c \circ d)+\beta(c \circ e) .
\end{aligned}
$$

In other words, the composition product (2.47) in this special situation is linear in its right argument as well as its left.

Additional observations regarding the composition product (2.47) include the fact it is neither commutative nor has an identity element. Therefore, ( $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle, \circ$ ) and ( $\mathbb{R}^{\ell}\langle X\rangle, \circ$ ) form only semigroups. A summary of other useful elementary properties is given below.

Lemma 2.5 The following identities hold for the composition product defined in (2.47):

1. $0 \circ d=0, \forall d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$.
2. $c \circ 0=c_{0}:=\sum_{n \geq 0}\left(c, x_{0}^{n}\right) x_{0}^{n}$. (Therefore, $c \circ 0=0$ if and only if $c_{0}=0$.)
3. $c_{0} \circ d=c_{0}, \forall d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$. (In particular, $\mathbf{1} \circ d=\mathbf{1}$.)
4. $c \circ \mathbb{1}=c_{\mathbb{1}}:=\sum_{\eta \in X^{*}}(c, \eta) x_{0}^{|\eta|}$. (Therefore, $c \circ \mathbb{1}=c$ if and only if $c=c_{0}$.)

Here $\mathbb{1}$ denotes a column vector where all $m$ component series are $\mathbf{1}$.
Example 2.32 Suppose $c=\frac{1}{2} x_{0} x_{1} x_{0}-\frac{1}{3} x_{1} x_{0}^{2}$ and $d=x_{0}$. Observe $\psi_{x_{0}}\left(x_{0}\right)(e)=x_{0}(\mathbf{1} ш e)=x_{0} e$ and $\psi_{x_{0}}\left(x_{1}\right)(e)=x_{0}\left(x_{0} ш e\right)$ so that

$$
\begin{aligned}
\frac{1}{2} x_{0} x_{1} x_{0} \circ x_{0} & =\frac{1}{2} \psi_{x_{0}}\left(x_{0}\right) \bullet \psi_{x_{0}}\left(x_{1}\right) \bullet \psi_{x_{0}}\left(x_{0}\right)(\mathbf{1}) \\
& =\frac{1}{2} x_{0}^{2}\left(x_{0} \sqcup x_{0}\right) \\
& =x_{0}^{4}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{3} x_{1} x_{0}^{2} \circ x_{0} & =\frac{1}{3} \psi_{x_{0}}\left(x_{1}\right) \bullet \psi_{x_{0}}\left(x_{0}\right) \bullet \psi_{x_{0}}\left(x_{0}\right)(\mathbf{1}) \\
& =\frac{1}{3} x_{0}\left(x_{0} \sqcup x_{0}^{2}\right) \\
& =\frac{1}{3} x_{0}\left(3 x_{0}^{3}\right) \\
& =x_{0}^{4}
\end{aligned}
$$

Therefore, $c \circ d=0$. That is, it is possible to have $c \circ d=0$ when both $c$ and $d$ are not zero.

Example 2.33 Let $X=\left\{x_{0}, x_{1}\right\}$ and consider the two linear series $c$ and $d$ with $\left(c, x_{0}^{n_{1}} x_{1} x_{0}^{n_{0}}\right)=\left(d, x_{0}^{n_{1}} x_{1} x_{0}^{n_{0}}\right)=0$ for all $n_{0}>0$. Then

$$
\begin{aligned}
c \circ d & =\sum_{\eta \in X^{*}}(c, \eta) \eta \circ d \\
& =\sum_{i=0}^{\infty}\left(c, x_{0}^{i} x_{1}\right) x_{0}^{i+1} d \\
& =\sum_{i, j=0}^{\infty}\left(c, x_{0}^{i} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right) x_{0}^{i+j+1} x_{1}
\end{aligned}
$$

For any $k \geq 1$ observe

$$
\begin{aligned}
\left(c \circ d, x_{0}^{k} x_{1}\right) & =\sum_{i, j=0}^{\infty}\left(c, x_{0}^{i} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right)\left(x_{0}^{i+j+1} x_{1}, x_{0}^{k} x_{1}\right) \\
& =\sum_{j=0}^{k-1}\left(c, x_{0}^{k-j-1} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right)
\end{aligned}
$$

This last expression is the familiar convolution sum (see (1.29)) and is similar to what appears for single letter alphabets under the Cauchy product in Example 2.5.

Finally, some more advanced properties of the composition product (2.47) are considered. The first theorem states that this composition product on $\mathbb{R}^{m}\langle\langle X\rangle\rangle \times \mathbb{R}^{m}\langle\langle X\rangle\rangle$ is continuous in its left argument. (Right argument continuity will be addressed shortly.)

Theorem 2.14 Let $\left\{c_{i}\right\}_{i \geq 1}$ be a sequence in $\mathbb{R}^{m}\langle\langle X\rangle\rangle$ with $\lim _{i \rightarrow \infty} c_{i}=$ $c$ in the ultrametric sense. Then $\lim _{i \rightarrow \infty}\left(c_{i} \circ d\right)=c \circ d$ for any $d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$.

Proof: Define the sequence of non-negative integers $k_{i}=\operatorname{ord}\left(c_{i}-c\right)$ for $i \geq 1$. Since $c$ is the limit of the sequence $\left\{c_{i}\right\}_{i \geq 1}$, the sequence $\left\{k_{i}\right\}_{i \geq 1}$ can have no upper bound. Observe that

$$
\operatorname{dist}\left(c_{i} \circ d, c \circ d\right)=\sigma^{\operatorname{ord}\left(\left(c_{i}-c\right) \circ d\right)}
$$

and, in light of (2.45),

$$
\begin{aligned}
\operatorname{ord}\left(\left(c_{i}-c\right) \circ d\right) & =\operatorname{ord}\left(\sum_{\eta \in \operatorname{supp}\left(c_{i}-c\right)}\left(c_{i}-c, \eta\right) \eta \circ d\right) \\
& \geq \min _{\eta \in \operatorname{supp}\left(c_{i}-c\right)} \operatorname{ord}(\eta \circ d) \\
& \geq \min _{\eta \in \operatorname{supp}\left(c_{i}-c\right)}|\eta|+\left(|\eta|-|\eta|_{x_{0}}\right) \operatorname{ord}(d) \\
& \geq k_{i} .
\end{aligned}
$$

Thus, $\operatorname{dist}\left(c_{i} \circ d, c \circ d\right) \leq \sigma^{k_{i}}$ for all $i \geq 1$, and $\lim _{i \rightarrow \infty}\left(c_{i} \circ d\right)=c \circ d$.
The next theorem describes an ultrametric contraction induced on $\mathbb{R}\langle\langle X\rangle\rangle$ by this composition product.

Theorem 2.15 For any $c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, the mapping $d \mapsto c \circ d$ is an ultrametric contraction on $\mathbb{R}^{m}\langle\langle X\rangle\rangle$. Specifically,

$$
\operatorname{dist}(c \circ d, c \circ e) \leq \sigma \operatorname{dist}(d, e), \quad \forall d, e \in \mathbb{R}^{m}\langle\langle X\rangle\rangle .
$$

Proof: First observe that the claim is exactly equivalent to the inequality

$$
\begin{equation*}
\operatorname{ord}(c \circ d-c \circ e) \geq 1+\operatorname{ord}(d-e) \tag{2.49}
\end{equation*}
$$

which is trivially true when $c=0$ since $c \circ d-c \circ e=0$. So assume $c \neq 0$ such that $\operatorname{supp}(c)$ is nonempty. Now if all the words in $\operatorname{supp}(c)$ have the form $\eta=x_{0}^{k}, k \geq 0$, then the claim is also trivially true since $\eta \circ d-\eta \circ e=0$ for all $\eta \in \operatorname{supp}(c)$ giving again that $c \circ d-c \circ e=0$. Thus, further assume that $\operatorname{supp}(c)$ contains at least one word $\eta$ utilizing one or more letters from the subalphabet $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$. In which case,

$$
\begin{aligned}
\operatorname{ord}(c \circ d-c \circ e) & =\operatorname{ord}\left(\sum_{\eta \in X^{*}}(c, \eta)(\eta \circ d-\eta \circ e)\right) \\
& \geq \min _{\eta \in \operatorname{supp}(c)} \operatorname{ord}(\eta \circ d-\eta \circ e)
\end{aligned}
$$

From the definition of the composition product, it is clear that the shorted possible word generated by a series of the form $\eta \circ d-\eta \circ e$ has length $\operatorname{ord}\left(x_{i} \circ d-x_{i} \circ e\right)=\operatorname{ord}\left(x_{0}\left(d_{i}-e_{i}\right)\right)=1+\operatorname{ord}\left(d_{i}-e_{i}\right)$ for some $i \neq 0$. This would directly establish the equality in (2.49) if this $x_{i} \in \operatorname{supp}(c)$. But if $x_{i} \notin \operatorname{supp}(c)$, then this simply means that

$$
\min _{\eta \in \operatorname{supp}(c)} \operatorname{ord}(\eta \circ d-\eta \circ e)>1+\operatorname{ord}(d-e)
$$

Thus, either way, the theorem is proved.
An immediate result of this theorem is the right argument continuity property alluded to earlier.

Theorem 2.16 Let $\left\{d_{i}\right\}_{i \geq 1}$ be a sequence in $\mathbb{R}^{m}\langle\langle X\rangle\rangle$ with $\lim _{i \rightarrow \infty} d_{i}=$ $d$ in the ultrametric sense. Then $\lim _{i \rightarrow \infty}\left(c \circ d_{i}\right)=c \circ d$ for all $c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$.

Proof: Observe

$$
\lim _{i \rightarrow \infty} \operatorname{dist}\left(c \circ d_{i}, c \circ d\right) \leq \sigma \lim _{i \rightarrow \infty} \operatorname{dist}\left(d_{i}, d\right)=0
$$

## Problems

Section 2.1


Fig. 2.10. The mapping $\rho: X \rightarrow M$ and its associated monoid homomorphism $\bar{\rho}: X^{*} \rightarrow M$.

Problem 2.1.1 Suppose $M$ is the set of real-valued functions which have a well defined one-sided Laplace transformation $H(s)=\mathscr{L}\{h(t)\}$. Let $M^{\prime}=\mathscr{L}(M)$.
(a) Describe specifically how $M$ and $M^{\prime}$ can be given the structure of a monoid.
(b) Is $\mathscr{L}: M \rightarrow M^{\prime}$ a monoid homomorphism, a coding, an isomorphism? Explain.

Problem 2.1.2 In the definition for a monoid homomorphism $\rho$ : $M \rightarrow M^{\prime}$, the second of two requirements is that the units $e$ and $e^{\prime}$ of monoids $M$ and $M^{\prime}$, respectively, must be related by $\rho(e)=e^{\prime}$. Can this identity be deduced from the first requirement in the definition, i.e., is the definition redundant? If true, prove it. If false, provide a specific counterexample.

Problem 2.1.3 Given an alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ and a monoid $M$, show that any mapping $\rho: X \rightarrow M$ can be uniquely extended to produce a monoid homomorphism $\bar{\rho}: X^{*} \rightarrow M$. That is, if $i: X \rightarrow X^{*}$ denotes the natural injection of $X$ into $X^{*}$, then there exists a unique monoid homomorphism $\bar{\rho}$ such that $\rho=\bar{\rho} \circ i$ (see Figure 2.10).

Section 2.2

Problem 2.2.1 Verify that $\mathbb{R}\langle\langle X\rangle\rangle$ and $\mathbb{R}\langle X\rangle$ with the usual notions of addition, scalar multiplication, and the catenation product each constitute:
(a) a ring,
(b) a module over $\mathbb{R}\langle X\rangle$,
(c) an associative $\mathbb{R}$-algebra.

Problem 2.2.2 Let $X=\{x\}$ and assume $f_{c}$ and $f_{d}$ are real analytic functions with generating series $c, d \in \mathbb{R}[[X]]$, respectively.
(a) Verify that for the pointwise product $f_{c} f_{d}=f_{c d}$, where $c d$ is the binomial convolution product defined in (2.2).
(b) Show that $x^{-1}(c d)=x^{-1}(c) d+c x^{-1}(d)$.
(c) Is this identity above consistent with Lemma 2.1? Explain.

Problem 2.2.3 Prove the following propositions for an arbitrary noncommutative alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ :
(a) The left-shift operator $\xi^{-1}(\cdot)$ is a linear operator on the $\mathbb{R}$-vector space $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ for any $\xi \in X^{*}$.
(b) If $p \in \mathbb{R}\langle X\rangle$ then $x_{k}^{-1}(p)=0$ for all $x_{k} \in X$ if and only if $p=$ $(p, \emptyset) \emptyset$.

## Section 2.3

Problem 2.3.1 An ultrametric space $(S, \delta)$ is bounded if there exists a real number $B \geq 0$ such that $\delta\left(s, s^{\prime}\right) \leq B$ for all $s, s^{\prime} \in S$. Show that ( $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, dist) is a bounded ultrametric space.

Problem 2.3.2 Let $\left\{s_{1}, s_{2}, \ldots\right\}$ be a convergent sequence in a metric space $(S, \delta)$.
(a) Show that its limit point $s$ is unique.
(b) Prove that it is a Cauchy sequence.

Problem 2.3.3 Let $\left\{s_{1}, s_{2}, \ldots\right\}$ be a sequence in an ultrametric space $(S, \delta)$. Show that the sequence is a Cauchy sequence if and only if for every $\epsilon>0$ there exists a natural number $N_{\epsilon}$ such that $\delta\left(s_{i}, s_{i+1}\right)<\epsilon$ when $i \geq N_{\epsilon}$.

Problem 2.3.4 Let $c, d, e, f \in \mathbb{R}\langle\langle X\rangle\rangle$ and consider the ultrametric dist defined on $\mathbb{R}\langle\langle X\rangle\rangle$. Show that in general:
(a) $\operatorname{dist}(c+e, c+f)=\operatorname{dist}(e, f)$
(b) $\operatorname{dist}(c+e, d+f) \leq \max \{\operatorname{dist}(c, d), \operatorname{dist}(e, f)\}$
(c) dist is continuous in both arguments, for example, $\lim _{i \rightarrow \infty} \operatorname{dist}\left(c_{i}, d\right)$ $=\operatorname{dist}(c, d)$, where $c=\lim _{i \rightarrow \infty} c_{i}$.

Problem 2.3.5 Solutions of an equation $g(z)=0$, where $z \in \mathbb{R}$, can often be computed numerically by converting the equation into the form $z=f(z)$, selecting an initial condition $z_{0}$, and then iterating as follows:

$$
z_{i+1}=f\left(z_{i}\right), \quad i=0,1, \ldots
$$

(a) Assume $g(z)=0$ has the unique solution $z^{*}$. Use Theorem 2.4 to show that a sufficient condition for convergence of this iteration to $z^{*}$ is having $f$ differentiable and $\left|f^{\prime}(z)\right| \leq \alpha<1$ everywhere on $\mathbb{R}$.
(b) A simple geometric argument can be used to show that the transcendental equation $4 z+2 \sin (z)+1=0$ has a unique solution. Devise an iterative method to compute it and determine the first five iterates after $z_{0}=0$.

Remark: In the event that $g(x)=0$ has more than one solution, a local version of Theorem 2.4 exists. It provides for convergence of the iterates $\left\{z_{0}, z_{1}, \ldots\right\}$ to a solution when $z_{0}$ is selected in an interval containing a solution and on which $f$ is (locally) a contraction. See, for example, [133].

Problem 2.3.6 Let $(S, \delta)$ be a complete nonempty metric space and $\mathcal{T}: S \rightarrow S$ be a mapping such that $\delta\left(\mathcal{T}(z), \mathcal{T}\left(z^{\prime}\right)\right)<\delta\left(z, z^{\prime}\right)$ for all distinct $z, z^{\prime} \in S$. Show that if $\mathcal{T}$ has a fixed point, it must be unique.

Problem 2.3.7 Reconsider Problem 2.3.6, where $\delta$ is now an ultrametric. Is the given condition enough to guarantee that $\mathcal{T}$ always has a fixed point? Explain.

Problem 2.3.8 A normed $\mathbb{R}$-vector space $V$ is one where there is a real-valued function $\|\cdot\|: V \rightarrow \mathbb{R}$ satisfying the properties:
i. $\|x\| \geq 0$
ii. $\|x\|=0$ if and only if $x=0$
iii. $\|\alpha x\|=|\alpha|\|x\|$
iv. $\|x+y\| \leq\|x\|+\|y\|$
for any $x, y \in V$ and $\alpha \in \mathbb{R}$. For a fixed $R>0$ define the following subsets of $\mathbb{R}\langle\langle X\rangle\rangle$ :

$$
S_{p}(R)=\left\{c \in \mathbb{R}\langle\langle X\rangle\rangle:\|c\|_{p}<\infty\right\},
$$

where

$$
\begin{aligned}
\|c\|_{1} & =\sum_{\eta \in X^{*}}|(c, \eta)| \frac{|\eta|!}{R^{|\eta|}} \\
\|c\|_{\infty} & =\sup _{\eta \in X^{*}}\left\{|(c, \eta)| \frac{R^{|\eta|}}{|\eta|!}\right\} .
\end{aligned}
$$

(a) Verify that each space $S_{p}(R)$ is a normed $\mathbb{R}$-vector space.
(b) Give some explicit examples of series that are in and not in $S_{1}(R)$ and $S_{\infty}(R)$.
(c) Explain in what sense these spaces are duals of each other.
(d) A sequence $\left\{c_{1}, c_{2}, \ldots\right\}$ in $S_{p}(R)$ is said to converge to $c \in S_{p}(R)$ if $\left\|c_{i}-c\right\|_{p} \rightarrow 0$ as $i \rightarrow \infty$. Explain any differences between convergence in the ultrametric sense and convergence as defined here.

Section 2.4

Problem 2.4.1 Consider an arbitrary alphabet $X$. Verify the following propositions:
(a) $\mathbb{R}\langle X\rangle$ with the shuffle product forms an associative $\mathbb{R}$-algebra.
(b) The shuffle product is commutative on $\mathbb{R}\langle X\rangle$.
(c) The shuffle algebra on $\mathbb{R}\langle X\rangle$ is an integral domain, that is, $p w q=$ 0 if and only if at least one polynomial is zero.
(d) The shuffle product on $\mathbb{R}\langle\langle X\rangle\rangle$ is (ultrametric) continuous in both arguments, for example, $\lim _{i \rightarrow \infty}\left(c_{i} ш d\right)=\left(\lim _{i \rightarrow \infty} c_{i}\right) ш d$.

Problem 2.4.2 The shuffle product defined inductively by (2.5) could also be called the left shuffle product because at each iteration a leftmost letter is extracted from a word and moved to the far left position. Analogously, one could define a right shuffle product via

$$
\left(\eta x_{i}\right) m\left(\xi x_{j}\right)=\left(\eta m\left(\xi x_{j}\right)\right) x_{i}+\left(\left(\eta x_{i}\right) m \xi\right) x_{j},
$$

where $x_{i}, x_{j} \in X, \eta, \xi \in X^{*}$ and with $\eta m \emptyset=\emptyset m \eta=\eta$. Is it true that $\eta \omega \xi=\eta \varpi \xi$ ? If so, prove this conjecture. If not, provide a simple counterexample.

Problem 2.4.3 Verify the following relations for arbitrary $c, d \in$ $\mathbb{R}\langle\langle X\rangle\rangle$ and $\nu \in X^{*}$ :
(a) $(c ш d, \nu)=\sum_{i=0}^{|\nu|} \sum_{\substack{\eta \in X^{i} \\ \xi \in X^{|\nu|-i}}}(c, \eta)(d, \xi)(\eta ш \xi, \nu)$
(b) $\sum_{\substack{\eta \in X^{i} \\ \xi \in X^{|\nu|-i}}}(\eta ш \xi, \nu)=\binom{|\nu|}{i}, 0 \leq i \leq|\nu|$
(c) $\sum_{\eta, \xi \in X^{*}}(-1)^{|\xi|}(\eta ш \xi, \nu) \eta \tilde{\xi}=\left\{\begin{array}{lll}1 & : & |\nu|=0 \\ 0 & : & |\nu|>0\end{array}\right.$
(d) $\sum_{\eta, \xi \in X^{*}}(-1)^{|\xi|}(\eta \xi, \nu) \eta ш \tilde{\xi}=\left\{\begin{array}{lll}1 & : & |\nu|=0 \\ 0 & : & |\nu|>0 .\end{array}\right.$

Remark: Part (b) can be proved using the left-shift operator and the derivation property described in Theorem 2.5 . The word $\tilde{\xi}$ denotes $\xi$ with the letters written in the reverse order.

Problem 2.4.4 Suppose the binomial coefficient for two words $\nu, \eta \in$ $X^{*}$ is defined as

$$
\binom{\nu}{\eta}=\sum_{\xi \in X^{|\nu|-|\eta|}}(\eta ш \xi, \nu)
$$

when $|\eta| \leq|\nu|$ and zero otherwise.
(a) Show that

$$
\sum_{\eta \in X^{i}}\binom{\nu}{\eta}=\binom{|\nu|}{i}, \quad i \geq 0
$$

(b) Let $A$ be an arbitrary language in $X^{*}$ and $a=\operatorname{char}(A)$. Show for any word $\eta \in A$ that

$$
(\eta \sqcup a, \nu)=\binom{\nu}{\eta} .
$$

Remark: The integer $\binom{\nu}{\eta}$ is equivalent to the number of times the word $\eta$ appears as a subword of $\nu$. For example, if $\nu=x_{0} x_{1} x_{0} x_{1}$ and $\eta=$ $x_{0} x_{1}$ then $\binom{\nu}{\eta}=3$.
Problem 2.4.5 Let $X$ be an arbitrary alphabet. Define the shuffle power of a series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ to be

$$
c^{\amalg k}=\underbrace{c ш c ш \cdots w}_{c \text { appears } k \text { times }}, k>0
$$

and $c^{\amalg 0}=1$. Verify the following identities for an arbitrary letter $x \in X$ and $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ :
(a) $x^{\amalg k}=k!x^{k}, \quad k \geq 0$
(b) $x^{k} ш x^{n-k}=\binom{n}{k} x^{n}, \quad 0 \leq k \leq n$
(c) $x^{Ш^{k}} x \operatorname{m}^{\amalg(n-k)}=\binom{n}{k}^{-1} x^{ш n}, \quad 0 \leq k \leq n$
(d) $\left(x^{j}\right)^{ш k}=\frac{(j k)!}{(j!)^{k}} x^{j k}, \quad j, k \geq 0$
(e) $\left(x^{ш j}\right)^{k}=\frac{(j!)^{k}}{(j k)!} x^{ш j k}, \quad j, k \geq 0$
(f) $\left(\sum_{j=0}^{\infty} x^{j}\right)^{\amalg k}=\sum_{j=0}^{\infty}(k x)^{j}$
(g) $\left(\sum_{j=0}^{\infty} x^{\amalg j}\right)^{ш k}=\sum_{j=0}^{\infty}\binom{k+j-1}{j} x^{\amalg j}$
(h) $x^{-1}\left(c^{\amalg k}\right)=k c^{\amalg(k-1)} ш x^{-1}(c), \quad k \geq 1$
(i) $x^{-n}(c ш d)=\sum_{k=0}^{n}\binom{n}{k} x^{-k}(c) ш x^{-(n-k)}(d), \quad n \geq 0$
(j) $x^{-1}\left(\mathrm{e}^{\amalg d}\right)=x^{-1}(d) ш \mathrm{e}^{\amalg d}$, where $\mathrm{e}^{\varpi d}:=\sum_{n=0}^{\infty} \frac{d^{\varpi k}}{k!}$.

Problem 2.4.6 Let $X$ be an arbitrary alphabet.
(a) Verify the identity (2.6).
(b) Show that $\operatorname{char}\left(X^{k}\right)=(\operatorname{char}(X))^{k}=(\operatorname{char}(X))^{\omega k} / k$ !.

Problem 2.4.7 Let $X=\left\{x_{0}, x_{1}\right\}$. Verify the following identities:
(a) $\left(\alpha x_{0}+\beta x_{1}\right)^{\omega k}=k!\left(\alpha x_{0}+\beta x_{1}\right)^{k}, \quad \alpha, \beta \in \mathbb{R}, k \geq 0$
(b) $(c+d)^{ш n}=\sum_{k=0}^{n}\binom{n}{k} c^{\amalg k} ш d^{ш(n-k)}, \quad n \geq 0, \quad c, d \in \mathbb{R}\langle\langle X\rangle\rangle$
(c) $\left(x_{1} x_{0}^{i} ш x_{0}^{j}, x_{0}^{k} x_{1} x_{0}^{i+j-k}\right)=\binom{i+j-k}{i}, i, j \geq 0, \quad 0 \leq k \leq j$.

Problem 2.4.8 Suppose $K$ and $M$ are fixed real numbers. Consider a series $d \in \mathbb{R}\langle\langle X\rangle\rangle$ with coefficients $(d, \nu)=K M^{|\nu|}|\nu|$ ! for all $\nu \in X^{*}$. Show that for any $n \geq 1$

$$
\left(d^{ш n}, \nu\right)=K^{n} M^{|\nu|}\binom{(n-1)+|\nu|}{n-1}|\nu|!, \quad \forall \nu \in X^{*} .
$$

Problem 2.4.9 Let $x$ be an arbitrary letter in an alphabet $X$ and $k_{1}, k_{2}, \ldots, k_{\ell}$ a finite sequence of nonnegative integers. Verify the following shuffle product identity:

$$
\coprod_{i=1}^{\ell} x^{k_{i}}=x^{S_{\ell}} \prod_{i=1}^{\ell}\binom{S_{i}}{k_{i}}
$$

where $S_{i}:=\sum_{j=1}^{i} k_{j}$. Note here that $\amalg$ and $\Pi$ denote the shuffle product on $X$ and scalar product on $\mathbb{R}$, respectively.

Problem 2.4.10 Let $X$ be an arbitrary alphabet. Suppose $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is proper.
(a) Verify that $\lim _{i \rightarrow \infty} c^{\amalg i}=0$.
(b) Show that the summation $\sum_{i=0}^{\infty} \alpha_{i} c^{\amalg i}$ is well defined for any sequence of scalars $\left\{\alpha_{i}\right\}_{i \in \mathbb{N}_{0}}$.

Problem 2.4.11 Show that the set of non proper series in $\mathbb{R}\langle\langle X\rangle\rangle$ is a group under the shuffle product, where the shuffle inverse of any such series $c$ is

$$
c^{\mathrm{\omega-1}}=\left((c, \emptyset)\left(1-c^{\prime}\right)\right)^{\mathrm{H-1}}=(c, \emptyset)^{-1}\left(c^{\prime}\right)^{\mathrm{\omega}}
$$

with $c^{\prime}=1-c /(c, \emptyset)$ proper, and $\left(c^{\prime}\right)^{Ш^{*}}:=\sum_{k \geq 0}\left(c^{\prime}\right)^{Ш k}$.
Problem 2.4.12 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. A mapping $\mathcal{T}: \mathbb{R}^{\ell}\langle\langle X\rangle\rangle \rightarrow$ $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is said to have an eigen-series $c_{\lambda} \in \mathbb{R}\langle\langle X\rangle\rangle$ if there exists a nonzero series $c_{p} \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ such that $\mathcal{T}\left(c_{p}\right)=c_{\lambda} c_{p}$. For a fixed $n \geq 0$ consider the mapping

$$
\mathcal{T}_{n}: \mathbb{R}^{\ell}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}^{\ell}\langle\langle X\rangle\rangle: c \mapsto x_{0}^{n} ш c,
$$

where the shuffle product is defined componentwise. For simplicity assume $\ell=1$ and $m=0$. Determine whether the following series have a corresponding eigen-series for any $n \geq 0$ :
(a) $c_{p}=\left(1-x_{0}\right)^{-1}$
(b) $c_{p}=\exp \left(x_{0}\right)$.

Section 2.5

Problem 2.5.1 Consider the vector space $V=\mathbb{R}^{2} \otimes \mathbb{R}^{2}$ in Example 2.19.
(a) Explicitly define vector addition and scalar multiplication on $V$.
(b) Verify that $\mathcal{L}: V \rightarrow \mathbb{R}$ as defined in (2.13) is an $\mathbb{R}$-linear map.

Problem 2.5.2 For any finite alphabet $X$ and $x_{i} \in X$ verify the following identities:
(a) $\operatorname{cat}^{*}\left(x_{i} \eta\right)=\left(x_{i} \otimes \mathbf{1}\right) \operatorname{cat}^{*}(\eta)+1 \otimes x_{i} \eta$
(b) $\operatorname{sh}^{*}\left(\operatorname{char}\left(X^{k+1}\right)\right)=\operatorname{sh}^{*}(\operatorname{char}(X)) \operatorname{sh}^{*}\left(\operatorname{char}\left(X^{k}\right)\right)$
(c) $(k+1) \operatorname{cat}^{*}\left(\operatorname{char}\left(X^{k+1}\right)\right)=\operatorname{cat}^{*}(\operatorname{char}(X)) ш \operatorname{cat}^{*}\left(\operatorname{char}\left(X^{k}\right)\right)$.

Section 2.6

Problem 2.6.1 In the context of Definition 2.14, verify that

$$
\begin{aligned}
\mu_{A \otimes A} \circ(\Delta \otimes \Delta) & =(\mu \otimes \mu) \circ(\mathrm{id} \otimes \tau \otimes \mathrm{id}) \circ(\Delta \otimes \Delta) \\
\sigma_{A \otimes A} & =\sigma \otimes \sigma
\end{aligned}
$$

defines an $\mathbb{R}$-algebra homomorphism.
Problem 2.6.2 Let $(A, \mu, \sigma, \Delta, \epsilon)$ denote an arbitrary $\mathbb{R}$-bialgebra with unit 1.
(a) Show that $\epsilon(\mathbf{1})=1$.
(b) Prove that $\Delta(\mathbf{1})=\mathbf{1} \otimes \mathbf{1}$.
(c) Verify the identities in parts (a)-(b) in the context of Theorem 2.8.

Problem 2.6.3 Let $(A, \mu, \sigma, \Delta, \epsilon, S)$ denote an arbitrary $\mathbb{R}$-Hopf algebra with unit 1.
(a) Verify that $S(\mathbf{1})=\mathbf{1}$.
(b) Show that if $a \in A$ has the coproduct $\Delta(a)=\mathbf{1} \otimes a+a \otimes \mathbf{1}$ then $S(a)=-a$.
(c) Prove that $S\left(a a^{\prime}\right)=S\left(a^{\prime}\right) S(a)$ for all $a, a^{\prime} \in A$.
(d) Verify the identities in parts (a)-(c) in the context of Theorem 2.9.

Problem 2.6.4 Let $(A, \mu, \sigma, \Delta, \epsilon)$ be a connected bialgebra with unit 1. The proposition is that every element $a \in A_{(n)}^{+}$must have a coproduct of the form

$$
\Delta a=a \otimes \mathbf{1}+\mathbf{1} \otimes a+\Delta^{\prime} a
$$

with $a \otimes \mathbf{1}+\mathbf{1} \otimes a$ being the primitive part and $\Delta^{\prime} a \in A_{(n-1)}^{+} \otimes A_{(n-1)}^{+}$ the reduced coproduct.
(a) Show that ( $\mathbb{R}\langle X\rangle$, cat, $\sigma, \mathrm{sh}^{*}, \epsilon$ ) and $\left(\mathbb{R}\langle X\rangle\right.$, sh, $\sigma$, cat $\left.{ }^{*}, \epsilon\right)$ are both connected bialgebras using word length to define degree and thus a filtration.
(b) Verify the proposition above for the coproducts sh* and cat* of words up to degree (length) two.
(c) Prove the proposition holds in general.

Remark: The counit property is very useful in part (c).
Problem 2.6.5 Let $V=\mathbb{R}^{\infty}$ be the vector space of infinite sequences of real numbers. Show that $G_{F d B}$ has a faithful representation $\pi$ : $G_{F d B} \rightarrow G L\left(\mathbb{R}^{\infty}\right)$ given by

$$
\begin{aligned}
\pi\left(f_{c}\right) & :=\left[\frac{k!}{j!} B_{j, k}\left(c_{1}, 2!c_{2}, \ldots,(j-k+1)!c_{j-k+1}\right)\right] \\
& =\left[\begin{array}{cccccc}
c_{1} & c_{2} & c_{3} & c_{4} & c_{5} & \cdots \\
0 & c_{1}^{2} & 2 c_{1} c_{2} & c_{2}^{2}+2 c_{1} c_{3} & 2 c_{2} c_{3}+2 c_{1} c_{4} & \cdots \\
0 & 0 & c_{1}^{3} & 3 c_{1}^{2} c_{2} & 3 c_{1} c_{2}^{2}+3 c_{1}^{2} c_{3} & \cdots \\
0 & 0 & 0 & c_{1}^{4} & 4 c_{1}^{3} c_{2} & \cdots \\
0 & 0 & 0 & 0 & c_{1}^{5} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots &
\end{array}\right],
\end{aligned}
$$

where $f_{c}=\sum_{n \geq 0} c_{n} t^{n} / n!, c_{1}=1$, and

$$
B_{j, k}\left(t_{1}, \ldots, t_{l}\right):=\sum_{\substack{k_{1}+k_{2}+\cdots+k_{l}=k \\ k_{1}+2 k_{2}+\cdots+l k_{l}=j}} \frac{j!}{k_{1}!\cdots k_{l}!}\left(\frac{t_{1}}{1!}\right)^{k_{1}} \cdots\left(\frac{t_{l}}{l!}\right)^{k_{l}}
$$

are the (partial exponential) Bell polynomials with $l=j-k+1$.
Remark: By definition, the product of two such matrices produces another matrix whose coefficients are that of $f_{c} \circ f_{d}$ in the first row. Likewise, the coefficients of $f_{c}^{-1}$ must appear in the first row of $\left(\pi\left(f_{c}\right)\right)^{-1}$.

With the structure of the representation matrix $A=\pi\left(f_{c}\right)$ fixed, it is fully specified by $c_{n}=a_{1 n}(c), n \geq 1$. Therefore, one can drop the first subscript and write $A$ in terms of $a_{n}$, where $c_{n}=a_{n}(c)$.

## Problem 2.6.6

In the context of the Faà di Bruno Hopf algebra:
(a) Compute the antipodes $S a_{i}, a=2,3,4$ using (2.30) and determine whether the calculation is consistent with (2.37) and is cancellation free as claimed in the text.
(b) Compute the coproduct $\Delta a_{5}$ and reduced coproduct $\Delta^{\prime} a_{5}$.
(c) Compute the antipode $S a_{5}$ by any method.
(d) Compute the first five terms of the Taylor series expansion of $\tan ^{-1}(z)$ about $z=0$ using the antipode.
(e) Compare the result in part (d) against a direct calculation of the Taylor series of $\tan ^{-1}(z)$.

Section 2.7

Problem 2.7.1 Consider an arbitrary composition product defined by $(\rho, \square, \mathbf{1})$. Show that the composition product is $\mathbb{R}$-linear in its left argument.

Problem 2.7.2 Consider the series

$$
\begin{aligned}
& c=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots \\
& d=x+x^{2}+x^{3}+x^{4}+\cdots
\end{aligned}
$$

as elements of $\mathbb{R}[[X]]$, where $X=\{x\}$. Compute the first few terms of the compositions:
(a) $c \circ d$
(b) $d \circ d$
(c) $d \circ c$.

Problem 2.7.3 Consider the noncommutative polynomials $p=1+x_{1}^{2}$ and $q=x_{1} x_{0}$ over the alphabet $X=\left\{x_{0}, x_{1}\right\}$. Compute the compositions:
(a) $p \circ q$
(b) $q \circ p$
(c) $p \circ p$.

Remark: This and subsequent problems are referring to the first composition product described in Example 2.26.

Problem 2.7.4 Prove the identity (2.42).
Problem 2.7.5 Verify the elementary properties of the composition product given in Lemma 2.5.

Problem 2.7.6 Let $c, d, e \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, where $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Either verify that each of the propositions below is true or provide a counterexample.
(a) If $c$ is proper then $c \circ d$ is proper.
(b) For fixed $d$, the mapping $c \mapsto c \circ d$ is an ultrametric contraction on $\mathbb{R}^{m}\langle\langle X\rangle\rangle$.

Problem 2.7.7 Let $c, d, e \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, where $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Verify the following identities:
(a) $x_{i}^{j} \circ d=\frac{1}{j!}\left(x_{0} d_{i}\right)^{ш j}, j \geq 0$ assuming $d_{0}:=\mathbf{1}$
(b) $p \circ d=\sum_{j=0}^{n}\left(p, x_{i}^{j}\right) \frac{1}{j!}\left(x_{0} d_{i}\right)^{ш j}$, where $p=\sum_{j=0}^{n}\left(p, x_{i}^{j}\right) x_{i}^{j}$
(c) $\left(x_{0}^{j} c\right) \circ d=x_{0}^{j}(c \circ d), j \geq 0$
(d) $(c ш d) \circ e=(c \circ e) ш(d \circ e)$
(e) $c^{Ш j} \circ d=(c \circ d)^{\omega j}, j \geq 0$
(f) $x_{0}^{-1}(c \circ d)=x_{0}^{-1}(c) \circ d+\sum_{i=1}^{m} d_{i} ш\left(x_{i}^{-1}(c) \circ d\right)$
$x_{i}^{-1}(c \circ d)=0, \quad i=1,2, \ldots, m$.
Problem 2.7.8 Let $X=\left\{x_{0}, x_{1}\right\}$ and $c=x_{0} x_{1}$. Determine the fixed point of the mapping $d \mapsto c \circ d$.

Problem 2.7.9 A series $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is said to be exchangeable if

$$
|\eta|_{x_{i}}=|\xi|_{x_{i}}, i=0,1, \ldots, m \Rightarrow(c, \eta)=(c, \xi) .
$$

Show that if $c$ is an exchangeable series then the composition product can be written in the form

$$
c \circ d=\sum_{k=0}^{\infty} \sum_{\substack{r_{0}, \ldots, r_{m} \geq 0 \\ r_{0}+\cdots+r_{m}=k}}\left(c, x_{0}^{r_{0}} \cdots x_{m}^{r_{m}}\right) \psi_{d}\left(x_{0}^{r_{0}}\right)(\mathbf{1}) ш \cdots ш \psi_{d}\left(x_{m}^{r_{m}}\right)(\mathbf{1}) .
$$

## Bibliographic Notes

Section 2.1 The following books provide a comprehensive introduction to the theory of formal languages and related topics: Berstel [7], Gross and Lentin [99], Harrison [106], Kuich and Salomaa [134], Rèvèsz [159], Rozenberg and Salomaa [163], and Salomaa [168]. It also worth mentioning the series of books by Lothaire addressing combinatorics on words [142, 143, 144].

Section 2.2 In addition to the books mentioned above, most of which treat formal power series to varying degrees, the books by Conway [46], Berstel and Reutenauer [8, 9], and Salomaa and Soittola [169], in particular, provide excellent introductions to this subject with much the same flavor as this section.

Section 2.3 The first part of this section addressing the ultrametric space $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is based on the treatment of the subject by Berstel and Reutenauer [8, 9]. The material concerning contractive mappings on metric spaces appears in most texts on functional analysis and linear operators, e.g., [133]. Example 2.14, a well known example introducing a weaker type of contraction, appears in many places, e.g., [196]. More specialized treatments of contractions on ultrametric spaces can be found in the work by Heckmanns [193], Priess et al. [155], and Schorner [173]. These did not influence the presentation in the section, but some of the problems at the end of the chapter were motivated by this material, e.g., Problem 2.3.7.
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Edition 1.2, Copyright © 2022 by W. Steven Gray

## 3. Fliess Operators

In this chapter, a general class of nonlinear input-output operators is considered with the key property that each member is uniquely specified in terms of a formal power series in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$. Such operators are called Fliess operators. They can be viewed as a kind of noncommutative Taylor series. The first section introduces the basic definitions and some terminology. The next two sections furnish input sets on which Fliess operators are well defined and describe various properties like continuity and differentiability of the output function and operator continuity. Fliess operators are then compared against the more classical Volterra operator in the subsequent section. In particular, it is shown that a Volterra operator has a Fliess operator representation when each of its kernel functions is real analytic. Hence, all the theory developed for Fliess operators applies directly to this class of Volterra operators. In applications, it is common to construct models of complex systems by interconnecting simpler subsystems. So the next three sections are devoted to the interconnection of Fliess operators, specifically, the parallel, cascade, and feedback connections. The final section describes the notion of a formal Fliess operator. In this case, no convergence properties are assumed a priori, and thus, inputs, outputs, and systems are treated as purely algebraic objects.

### 3.1 Fliess Operators on $L_{\mathfrak{p}}$ Spaces

The goal of this section is to describe a general class of causal inputoutput operators having $m$ inputs and $\ell$ outputs. Consider an alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. In this chapter, $X$ is viewed as a set of noncommutative indeterminates which is always in one-to-one correspondence with a set of integrable real-valued functions $\left\{u_{0}, u_{1}, \ldots, u_{m}\right\}$ defined over an interval $\left[t_{0}, t_{1}\right]$. The parameter $t_{1}$ may or may not be finite. For any word $\eta \in X^{+}$, one can associate an iterated integral by the
iterative calculation

$$
E_{\eta}[u]\left(t, t_{0}\right)=E_{x_{i} \eta^{\prime}}[u]\left(t, t_{0}\right)=\int_{t_{0}}^{t} u_{i}(\tau) E_{\eta^{\prime}}[u]\left(\tau, t_{0}\right) d \tau
$$

where $E_{\emptyset}[u]\left(t, t_{0}\right):=1$ for all $t \in\left[t_{0}, t_{1}\right]$. It will be assumed throughout that $u_{0}(t)=1$ on this interval. This fictitious input $u_{0}$ is useful, for example, in representing systems that have some kind of stored energy and thus generate a nonzero output even when the input $u:=\left[\begin{array}{lll}u_{1} & \cdots & u_{m}\end{array}\right]^{T}$ is exactly zero on $\left[t_{0}, t_{1}\right]$. Given any formal power series over $X$,

$$
c=\sum_{\eta \in X^{*}}(c, \eta) \eta,
$$

where each $(c, \eta) \in \mathbb{R}^{\ell}$, one can uniquely specify an input-output operator as described below.

Definition 3.1 The Chen-Fliess series associated with any $c \in$ $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is

$$
\begin{equation*}
y(t)=F_{c}[u](t)=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u]\left(t, t_{0}\right) . \tag{3.1}
\end{equation*}
$$

In the event the series converges on some set of inputs $\mathcal{U}$, the mapping $F_{c}: \mathcal{U} \rightarrow \mathcal{Y}$ is called a Fliess operator.

Series $c$ is usually referred to as the generating series for $F_{c}$. A specific input $u \in \mathcal{U}$ is called an admissible input. In many applications, a natural class of admissible inputs is the set of Lebesgue measurable functions $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]{ }^{1}$

Definition 3.2 For a fixed $\mathfrak{p} \in[1, \infty]$, a measurable function $u$ : $\left[t_{0}, t_{1}\right] \rightarrow \mathbb{R}^{m}$ is in the Lebesgue space $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ if its norm

$$
\|u\|_{\mathfrak{p}}=\max _{1 \leq i \leq m}\left\|u_{i}\right\|_{\mathfrak{p}}
$$

is finite, where

$$
\begin{aligned}
\left\|u_{i}\right\|_{\mathfrak{p}} & =\left(\int_{t_{0}}^{t_{1}}\left|u_{i}(t)\right|^{\mathfrak{p}} d t\right)^{\frac{1}{\mathfrak{p}}}, \mathfrak{p} \in[1, \infty) \\
\left\|u_{i}\right\|_{\infty} & =\underset{t \in\left[t_{0}, t_{1}\right]}{\operatorname{ess} \sup }\left|u_{i}(t)\right| .
\end{aligned}
$$

[^11]

Fig. 3.1. For a finite interval $\left[t_{0}, t_{1}\right]$, the spaces $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ for integers $\mathfrak{p} \in[1, \infty)$ and $\mathfrak{p}=\infty$ are nested.

In general, $u \in L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ if and only if $u_{i} \in L_{\mathfrak{p}}\left[t_{0}, t_{1}\right]$ for all $i=$ $1, \ldots, m$, and clearly $\|u\|_{\mathfrak{p}} \geq\left\|u_{i}\right\|_{\mathfrak{p}}$. The set $L_{2}^{m}\left[t_{0}, t_{1}\right]$, for example, is the class of inputs with finite energy over $\left[t_{0}, t_{1}\right]$, while $L_{\infty}^{m}\left[t_{0}, t_{1}\right]$ is the class of inputs that are bounded in magnitude almost everywhere (a.e.) on $\left[t_{0}, t_{1}\right]$. A closed ball in $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ of radius $R>0$ and centered at the origin is defined as

$$
B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{1}\right]=\left\{u \in L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]:\|u\|_{\mathfrak{p}} \leq R\right\} .
$$

A particularly useful fact illustrated in Figure 3.1 is that this collection of spaces is nested when the interval $\left[t_{0}, t_{1}\right]$ is finite, i.e., $L_{\infty}^{m}\left[t_{0}, t_{1}\right] \subset$ $L_{\mathfrak{p}+1}^{m}\left[t_{0}, t_{1}\right] \subset L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ for all integers $\mathfrak{p} \in[1, \infty)$ (see Problem 3.1.1). As demonstrated in the next example, however, this property does not hold for infinite intervals.

Example 3.1 Consider the function $u(t)=1 /(1+t)$, which is well defined over the interval $[0, \infty)$. Let $u_{\left[0, t_{1}\right]}$ denote its restriction to the interval $\left[0, t_{1}\right]$. Observe that $\left\|u_{[0,1]}\right\|_{1}=\log (2)$ and $\left\|u_{[0,1]}\right\|_{2}=1 / \sqrt{2}$. Thus, $u_{[0,1]}$ belongs to both $L_{1}[0,1]$ and $L_{2}[0,1]$. On the other hand, one can check that $\|u\|_{2}=1$, but $u$ does not have a well defined $L_{1}$ norm. Therefore, $L_{2}[0, \infty)$ is not a subset of $L_{1}[0, \infty)$.


Fig. 3.2. Extended space $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ lies in between $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ with $t_{1}$ finite and $L_{\mathfrak{p}}^{m}\left[t_{0}, \infty\right)$.

Also useful in this chapter is the notion of an extended $L_{\mathfrak{p}}$ space. In a certain sense, this function space lies in between $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ with $t_{1}$ finite and $L_{\mathfrak{p}}^{m}\left[t_{0}, \infty\right)$.

Definition 3.3 For any fixed $t_{0} \in \mathbb{R}$ and any $\mathfrak{p} \in[1, \infty]$ define the extended Lebesgue space as

$$
L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)=\left\{u:\left[t_{0}, \infty\right) \rightarrow \mathbb{R}^{m}: u_{\left[t_{0}, t_{1}\right]} \in L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right] \forall t_{1} \in\left(t_{0}, \infty\right)\right\}
$$

Clearly, $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ is a proper subset of $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ for any specific $t_{1}$ when its elements are restricted to $\left[t_{0}, t_{1}\right]$. In addition, the extended spaces are also nested with respect to $\mathfrak{p}$, that is, $L_{\infty, e}^{m}\left(t_{0}\right) \subset L_{\mathfrak{p}+1, e}^{m}\left(t_{0}\right) \subset$ $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ for all integers $\mathfrak{p} \in[1, \infty)$. Less obvious is the fact that $L_{\mathfrak{p}}^{m}\left[t_{0}, \infty\right)$ is a subset of $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ (see Problem 3.1.2).

Example 3.2 Again consider the function $u(t)=1 /(1+t)$ over $[0, \infty)$. For every finite $t_{1}>0, u_{\left[0, t_{1}\right]} \in L_{1}\left[0, t_{1}\right]$ since $\left\|u_{\left[0, t_{1}\right]}\right\|_{1}=\log \left(1+t_{1}\right)$. Thus, $u \in L_{1, e}(0)$. But as noted in the previous example, $u \notin L_{1}[0, \infty)$. So if $L_{1}[0, \infty)$ is a subset of $L_{1, e}(0)$, it must be a proper subset. The exact situation is shown in Figure 3.2.

### 3.2 Local Input-Output Properties

The first goal of this section is to describe a sufficient condition for a generating series $c$ which ensures that functions within some closed ball $B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{1}\right]$ are admissible inputs for the operator $F_{c}$. Specifically, it will be shown that $F_{c}$ defines a mapping from $B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$ into $B_{\mathfrak{q}}^{\ell}(S)\left[t_{0}, t_{0}+T\right]$ provided that $R, T>0$ are sufficiently small, and $\mathfrak{p}, \mathfrak{q}$ are conjugate exponents. That is, $\mathfrak{p}, \mathfrak{q} \in[1, \infty]$ such that $1 / \mathfrak{p}+1 / \mathfrak{q}=1$ with 1 and $\infty$ being conjugate exponents by convention. ${ }^{2}$ In this case the operator $F_{c}$ will be called locally convergent since it is locally well defined in both a temporal sense (finite $T$ ) and a spatial sense (finite $R)$. A class of generating series ensuring this property will be given the same name. In the subsequent section, a more restrictive condition is described for $c$ under which $F_{c}$ maps all of $L_{\mathrm{p}, \mathrm{e}}^{m}\left(t_{0}\right)$ into $C\left[t_{0}, t_{0}+T\right]$, where $C\left[t_{0}, t_{0}+T\right]$ denotes the set of functions that are continuous on $\left[t_{0}, t_{0}+T\right]$, and in this case $T>0$ is arbitrary. The operator $F_{c}$ will be called global convergent as will any generating series $c$ which yields this property.

The first theorem states that if a formal power series $c$ has coefficients that satisfy a Cauchy type growth condition then the corresponding operator $F_{c}$ will converge on $B_{1}^{m}(R)\left[t_{0}, t_{0}+T\right]$ provided that $R, T>0$ are small enough.

Theorem 3.1 Suppose $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is a series with coefficients that satisfy

$$
\begin{equation*}
|(c, \eta)| \leq K M^{|\eta|}|\eta|!, \quad \forall \eta \in X^{*} \tag{3.2}
\end{equation*}
$$

for some real numbers $K, M>0$. (Here $|z|:=\max _{1 \leq i \leq \ell}\left|z_{i}\right|$ when $z \in \mathbb{R}^{\ell}$.) Then there exists real numbers $R, T>0$ such that for each $u \in B_{1}^{m}(R)\left[t_{0}, t_{0}+T\right]$, the series

$$
\begin{equation*}
y(t)=F_{c}[u](t)=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u]\left(t, t_{0}\right) \tag{3.3}
\end{equation*}
$$

converges absolutely and uniformly on $\left[t_{0}, t_{0}+T\right]$.
The set of all $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ which satisfy a local growth condition of the form (3.2) will be denoted by $\mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$. For any $\mathfrak{p} \in(1, \infty]$ and on any finite interval $\left[t_{0}, t_{0}+T\right]$ it can be shown that

[^12]$$
\|u\|_{1} \leq\|u\|_{\mathfrak{p}} T^{1 / \mathfrak{q}}
$$
when $u \in L_{\mathfrak{p}}^{m}\left[t_{0}, t_{0}+T\right]$, and $\mathfrak{p}$ and $\mathfrak{q}$ are conjugate exponents (see Problem 3.2.1). In which case, the following corollary of Theorem 3.1 is immediate and describes other input spaces on which Fliess operators are locally convergent. However, because these spaces are nested for finite $T$, it is usually most natural to work on the largest space, $L_{1}^{m}\left[t_{0}, t_{0}+T\right]$.

Corollary 3.1 Suppose $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and $\mathfrak{p} \in[1, \infty]$. Then there exists real numbers $R, T>0$ such that for each $u \in B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$, the series

$$
y(t)=F_{c}[u](t)=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u]\left(t, t_{0}\right)
$$

converges absolutely and uniformly on $\left[t_{0}, t_{0}+T\right]$.
To prove Theorem 3.1, two upper bounds are needed for iterated integrals over $X^{*}$. Both are described in the following lemma. Without loss of generality, it is assumed that $t_{0}=0$, and $E_{\eta}[u](t, 0)$ is abbreviated in this case as $E_{\eta}[u](t)$.

Lemma 3.1 For any $u \in L_{1}^{m}[0, T]$ and $\eta \in X^{*}$,

$$
\left|E_{\eta}[u](t)\right| \leq E_{\eta}[\bar{u}](t), \quad 0 \leq t \leq T,
$$

where $\bar{u} \in L_{1}^{m}[0, T]$ has components $\bar{u}_{j}:=\left|u_{j}\right|, j=1,2, \ldots$, m. Furthermore, for any integers $r_{j} \geq 0$ it follows that

$$
\left|E_{x_{0}^{r_{0}} \uplus x_{1}^{r_{1}} ш \cdots ш x_{m}^{r_{m}}}[u](t)\right| \leq \prod_{j=0}^{m} \frac{U_{j}^{r_{j}}(t)}{r_{j}!}, \quad 0 \leq t \leq T,
$$

where $U_{j}(t):=\int_{0}^{t}\left|u_{j}(\tau)\right| d \tau .{ }^{3}$ In particular, if on $[0, T]$ it is assumed that $\max \left\{\|u\|_{1}, T\right\} \leq R$ then

$$
\left|E_{x_{0}^{r_{0}}} \uplus x_{1}^{r_{1}} \amalg \cdots ш x_{m}^{r_{m}}[u](t)\right| \leq \frac{R^{k}}{r_{0}!r_{1}!\cdots r_{m}!}, \quad 0 \leq t \leq T,
$$

where $k=\sum_{j} r_{j}$.

[^13]Proof: The first inequality is trivial in the case of the empty word. Suppose it holds for all words up to length $k \geq 0$. Then for any $x_{j} \in X$ and $\eta \in X^{k}$ observe that

$$
\begin{aligned}
\left|E_{x_{j} \eta}[u](t)\right| & \leq \int_{0}^{t}\left|u_{j}(\tau)\right|\left|E_{\eta}[u](\tau)\right| d \tau \\
& \leq \int_{0}^{t} \bar{u}_{j}(\tau) E_{\eta}[\bar{u}](\tau) d \tau \\
& =E_{x_{j} \eta}[\bar{u}](t) .
\end{aligned}
$$

Hence, the claim holds for all $\eta \in X^{*}$.
Concerning the second inequality, note that
(see Lemma 2.3). Thus, it is sufficient to show that

$$
\begin{equation*}
\left|E_{x_{j}^{r_{j}}}[u](t)\right| \leq \frac{U_{j}^{r_{j}}(t)}{r_{j}!} \tag{3.4}
\end{equation*}
$$

This claim is clearly true when $r_{j}=0$. If it holds up to some fixed integer $r_{j} \geq 0$ then

$$
\begin{aligned}
\left|E_{x_{j}^{r_{j}+1}}[u](t)\right| & \leq \int_{0}^{t}\left|u_{j}(\tau)\right|\left|E_{x_{j}}[u](\tau)\right| d \tau \\
& \leq \int_{0}^{t}\left|u_{j}(\tau)\right| \frac{U_{j}^{r_{j}}(\tau)}{r_{j}!} d \tau \\
& =\frac{U_{j}^{r_{j}+1}(t)}{\left(r_{j}+1\right)!}
\end{aligned}
$$

Thus, the inequality (3.4) holds for all $r_{j} \geq 0$, and the lemma is proved.

Proof of Theorem 3.1: Suppose the coefficients of $c$ satisfy the local growth condition (3.2). Fix some $T>0$. Pick any $u \in L_{1}^{m}[0, T]$ and let $R=\max \left\{\|u\|_{1},\left\|u_{0}\right\|_{1}\right\}=\max \left\{\|u\|_{1}, T\right\}$. Observe that with the help of identity (2.6)

$$
\sum_{\eta \in X^{*}}\left|(c, \eta) E_{\eta}[u](t)\right|
$$

$$
\begin{align*}
& \leq \sum_{k=0}^{\infty} \sum_{\eta \in X^{k}}|(c, \eta)| E_{\eta}[\bar{u}](t) \\
& \leq \sum_{k=0}^{\infty} K M^{k} k!\sum_{\substack{r_{0}, r_{1}, \ldots, r_{m} \geq 0 \\
r_{0}+r_{1}+\ldots+r_{m}=k}} E_{x_{0}^{r_{0}}} ш x_{1}^{r_{1}} ш \cdots x_{m}^{r_{m}}[\bar{u}](t) \\
& \leq \sum_{k=0}^{\infty} K M^{k} k!\sum_{\substack{r_{0}, r_{1}, \ldots, r_{m} \geq 0 \\
r_{0}+r_{1}+\ldots+r_{m}=k}} \frac{R^{k}}{r_{0}!r_{1}!\cdots r_{m}!} \\
& =\sum_{k=0}^{\infty} K(M R)^{k} \sum_{\substack{r_{0}, r_{1}, \ldots, r_{m} \geq 0 \\
r_{0}+r_{1}+\cdots+r_{m}=k}} \frac{k!}{r_{0}!r_{1}!\cdots r_{m}!} \\
& =\sum_{k=0}^{\infty} K(M R(m+1))^{k} . \tag{3.5}
\end{align*}
$$

Therefore, if $R<1 / M(m+1)$, i.e., if

$$
\begin{equation*}
\max \left\{\|u\|_{1}, T\right\}<\frac{1}{M(m+1)}, \tag{3.6}
\end{equation*}
$$

then the series (3.3) converges absolutely and uniformly on $[0, T]$ for each $u \in B_{1}(R)[0, T]$.

The above proof demonstrates in conjunction with Corollary 3.1 that if $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ then the series (3.3) defines a Fliess operator from $B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$ to a bounded subset of $C\left[t_{0}, t_{0}+T\right]$ for every $\mathfrak{p} \in[1, \infty]$, provided that $R$ and $T$ are sufficiently small. The following theorem provides an even more precise description of $F_{c}$.

Theorem 3.2 Suppose $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ with growth constants $K, M>$ 0 . Select any pair of conjugate exponents $\mathfrak{p}, \mathfrak{q} \in[1, \infty]$ and real numbers $R, T>0$ such that $R_{1}:=\max \left\{R T^{1 / \mathfrak{q}}, T\right\}<1 / M(m+1) .\left(\operatorname{Let} T^{1 / \mathfrak{q}}=1\right.$ when $\mathfrak{p}=1$.) Then

$$
F_{c}: B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right] \rightarrow B_{\mathfrak{q}}^{\ell}(S)\left[t_{0}, t_{0}+T\right],
$$

where $S=K T^{1 / q} /\left(1-M R_{1}(m+1)\right)$.
Proof: For any $u \in B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$ observe that

$$
\|u\|_{1} \leq\|u\|_{\mathfrak{p}} T^{1 / \mathfrak{q}} \leq R T^{1 / \mathfrak{q}} .
$$



Fig. 3.3. Wiener system in Example 3.3.

Therefore, under the stated assumptions,

$$
\begin{aligned}
\max \left\{\|u\|_{1}, T\right\} & \leq \max \left\{R T^{1 / \mathfrak{q}}, T\right\}=R_{1} \\
& <\frac{1}{M(m+1)}
\end{aligned}
$$

In which case, (3.5) produces the upper bound

$$
|y(t)| \leq \frac{K}{1-M R_{1}(m+1)}, \quad t_{0} \leq t \leq t_{0}+T
$$

Thus, $\|y\|_{\mathfrak{q}} \leq K T^{1 / \mathfrak{q}} /\left(1-M R_{1}(m+1)\right)$, or equivalently, $y \in B_{\mathfrak{q}}^{\ell}(S)\left[t_{0}\right.$, $\left.t_{0}+T\right]$.

Example 3.3 A Wiener system is an input-output system consisting of a linear operator whose output is filtered by a function $h$. This class of systems arises naturally, for example, in control systems where the control law is realized by a linear state space model, and the actuators, which are driven by the controller, exhibit saturation or some other type of static nonlinearity. Certain classes of neural networks also exhibit this type of structure. As an example, consider the single-input, single-output Wiener system shown in Figure 3.3, where the dynamical system is simply an integrator initialized so that $z(0)=0$ and $h(z)=1 /(1-z)$. Direct substitution for $z$ in $h$ gives

$$
\begin{aligned}
y(t) & =h(z(t))=\sum_{k=0}^{\infty}(z(t))^{k} \\
& =\sum_{k=0}^{\infty}\left(\int_{0}^{t} u(\tau) d \tau\right)^{k}=\sum_{k=0}^{\infty}\left(E_{x_{1}}[u](t)\right)^{k} \\
& =\sum_{k=0}^{\infty} E_{x_{1} \amalg k}[u](t)=\sum_{k=0}^{\infty} E_{k!x_{1}^{k}}[u](t)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k=0}^{\infty} k!E_{x_{1}^{k}}[u](t) \\
& =F_{c}[u](t)
\end{aligned}
$$

for all $t \geq 0$ provided that $|z(t)|<1$ (see Problem 2.4.5(a)). Note here that the generating series $c=\sum_{k>0} k!x_{1}^{k}$ is locally convergent with growth constants $K=M=1$. Thus, for any $\mathfrak{p} \in[1, \infty]$ there must exist $R, T>0$ such that if $\|u\|_{\mathfrak{p}} \leq R$ then $F_{c}[u]$ is well defined on $[0, T]$. For example, when $\mathfrak{p}=1$ it follows from (3.6) that a sufficient condition for convergence is

$$
\begin{equation*}
\max \{R, T\}<\frac{1}{M(m+1)}=\frac{1}{2} \tag{3.7}
\end{equation*}
$$

However, this bound on $R$ and $T$ is conservative because not every coefficient of $c$ is growing at the maximum rate $K M^{|\eta|}|\eta|$ !. Observe that the de facto alphabet in this case has only a single letter, $x_{1}$, so one should really set $m+1=1$ in (3.7). For an even less conservative bound select a fixed $T^{\prime}>0$ and consider all inputs satisfying $\left\|u_{\left[0, T^{\prime}\right]}\right\|_{1}<1$. It follows then that

$$
\begin{aligned}
\left|F_{c}[u](t)\right| & =\left|\sum_{k=0}^{\infty}\left(\int_{0}^{t} u(\tau) d \tau\right)^{k}\right| \\
& \leq \sum_{k=0}^{\infty}\left(\int_{0}^{t}|u(\tau)| d \tau\right)^{k} \\
& \leq \sum_{k=0}^{\infty}\left\|u_{\left[0, T^{\prime}\right]}\right\|_{1}^{k} \\
& =\frac{1}{1-\left\|u_{\left[0, T^{\prime}\right]}\right\|_{1}}
\end{aligned}
$$

Thus, $F_{c}$ is well defined on $B_{1}(R)\left[0, T^{\prime}\right]$ for any finite $T^{\prime}>0$ and $R<1$. But this more detailed type of analysis is often not possible when $c$ has a complex structure. Under such conditions, a simple condition like (3.6) is useful and easy to estimate.

Example 3.4 An important observation is that the set of locally convergent formal power series, $\mathbb{R}_{L C}\langle\langle X\rangle\rangle$, is not a closed subset of $\mathbb{R}\langle\langle X\rangle\rangle$
in the ultrametric topology. For example, let $X=\left\{x_{0}, x_{1}\right\}$ and consider the sequence of polynomials

$$
c_{i}=x_{1}+(2!)^{2} x_{1}^{2}+(3!)^{2} x_{1}^{3}+\cdots+(i!)^{2} x_{1}^{i}, \quad i \geq 1
$$

Clearly, each polynomial $c_{i}$ is locally convergent, but the series $c=$ $\lim _{i \rightarrow \infty} c_{i}$ is not. Furthermore, each Fliess operator $F_{c_{i}}$ is well defined on some closed ball of input functions, but the present theory does not guarantee that the operator $F_{c}$ is well defined in any sense.

Now that conditions have been established under which $F_{c}$ is well defined, several fundamental properties of this class of operators are considered: absolute continuity and differentiability of the output function, uniqueness of the generating series, and preservation of analyticity from input to output. Recall that in general differentiability of a function at a point implies continuity at that same point, but not conversely. The usual counterexample of the latter is the absolute value function $f(z)=|z|$. It is continuous at $z=0$ but not differentiable there. A more dramatic example is the function defined by the series

$$
f(z)=\sum_{n=0}^{\infty} \frac{1}{2^{n}} \cos \left(3^{n} z\right)
$$

Weierstrass demonstrated in 1872 that this function is continuous at every point but nowhere differentiable. To more precisely describe differentiability properties, the following stronger notion of continuity is useful.

Definition 3.4 Let $J$ be a compact interval of $\mathbb{R} .^{4}$ A function $f: \mathbb{R} \rightarrow$ $\mathbb{R}$ is called absolutely continuous on $\boldsymbol{J}$ if for every $\epsilon>0$ there exists a $\delta>0$ such that whenever $J_{i}=\left[a_{i}, b_{i}\right]$ are nonoverlapping subintervals of $J$ with $\sum_{i=1}^{n}\left|b_{i}-a_{i}\right| \leq \delta$, it follows that $\sum_{i=1}^{n}\left|f\left(b_{i}\right)-f\left(a_{i}\right)\right| \leq \epsilon$. If $I$ is an arbitrary interval of $\mathbb{R}$ then $f$ is said to be absolutely continuous on I if it is absolutely continuous on every compact subinterval of $I$.

It is easily shown that absolute continuity implies continuity in the usual sense (see Problem 3.2.3), but more importantly, consider the following theorem from real analysis.

[^14]Theorem 3.3 If $f: \mathbb{R} \rightarrow \mathbb{R}$ is absolutely continuous on the interval $I$, then it is differentiable a.e. on $I$.

The proof of this theorem will not be pursued here, but the result will be utilized momentarily to prove the next theorem concerning differentiability of the output function of a Fliess operator. It is noted in passing, however, that it can be shown that a function $f$ is absolutely continuous on $J=[a, b]$ if and only if there exists a function $g \in L_{1}[a, b]$ such that $f(z)=f(a)+\int_{a}^{z} g(\tau) d \tau$ everywhere on $J$. Readers familiar with measure theory will recognize this result as a special case of the Radon-Nikodym Theorem. Thus, $g$, which is equivalent to $d f / d t$ a.e., is usually called the Radon-Nikodym derivative. On the other hand, if $g$ happens to be continuous, then all this analysis reduces to the Fundamental Theorem of Integral Calculus, namely, $g=d f / d t$ everywhere on $J$. Now consider the differentiability of the output function of a Fliess operator.

Theorem 3.4 If $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and $u \in B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$, then $y=F_{c}[u]$ is differentiable a.e. on $\left[t_{0}, t_{0}+T\right]$ provided $R, T>0$ are sufficiently small. In particular,

$$
\begin{equation*}
\frac{d}{d t} F_{c}[u]=\sum_{i=0}^{m} u_{i} F_{x_{i}^{-1}(c)}[u] . \tag{3.8}
\end{equation*}
$$

Proof: In light of Theorem 3.3, it is sufficient to show that $y=F_{c}[u]$ is absolutely continuous. This is accomplished by first showing that $E_{\eta}[u]$ is absolutely continuous on $[0, T]$ for any $\eta \in X^{*}$ and $u \in$ $B_{1}(R)[0, T]$ with $R, T$ satisfying (3.6). For any $J_{i}=\left[a_{i}, b_{i}\right]$ it follows from Lemma 3.1 that

$$
\left|E_{\eta}[u]\left(b_{i}, a_{i}\right)\right| \leq \frac{R_{i}^{|\eta|}}{|\eta|!}, \quad \eta \in X^{*},
$$

where $R_{i}:=\max \left\{\left\|u_{\left[a_{i}, b_{i}\right]}\right\|_{1},\left|b_{i}-a_{i}\right|\right\}$. In addition, $R_{i}$ can be made arbitrarily small by selecting $\left|b_{i}-a_{i}\right|$ sufficiently small. So fix $\eta \in X^{k}$ and pick an $\epsilon>0$. Consider a sequence

$$
0 \leq a_{1}<b_{1}<a_{2}<\cdots<b_{n} \leq T
$$

such that

$$
R_{i} \leq \sqrt[k]{\frac{k!}{n}} \epsilon, \quad i=1,2, \ldots, n
$$

This defines implicitly a $\delta>0$ such that if $\sum_{i=1}^{n}\left|b_{i}-a_{i}\right| \leq \delta$ then

$$
\begin{aligned}
\sum_{i=1}^{n}\left|E_{\eta}[u]\left(b_{i}\right)-E_{\eta}[u]\left(a_{i}\right)\right| & =\sum_{i=1}^{n}\left|E_{\eta}[u]\left(b_{i}, a_{i}\right)\right| \\
& \leq \sum_{i=1}^{n} \frac{R_{i}^{k}}{k!} \\
& \leq \epsilon
\end{aligned}
$$

Therefore, the absolute continuity of $E_{\eta}[u]$ is established. To show that $F_{c}[u]$ is absolutely continuous, again select an $\epsilon>0$ and choose an integer $N>0$ such that

$$
\sum_{k=N}^{\infty} K(M R(m+1))^{k} \leq \frac{\epsilon}{2}
$$

This is always possible since $M, R>0$ satisfy $M R(m+1)<1$. Now because each $E_{\eta}[u]$ is absolutely continuous, there exists a $\delta>0$ such that

$$
\sum_{i=1}^{n} \sum_{k=0}^{N-1} \sum_{\eta \in X^{k}}|(c, \eta)|\left|E_{\eta}[u]\left(b_{i}, a_{i}\right)\right| \leq \frac{\epsilon}{2}
$$

when $\sum_{i=1}^{n}\left|b_{i}-a_{i}\right| \leq \delta$. Hence, for this choice of $\delta$,

$$
\begin{aligned}
\sum_{i=1}^{n}\left|F_{c}[u]\left(b_{i}\right)-F_{c}[u]\left(a_{i}\right)\right| \leq & \sum_{i=1}^{n} \sum_{k=0}^{\infty} \sum_{\eta \in X^{k}}|(c, \eta)|\left|E_{\eta}[u]\left(b_{i}, a_{i}\right)\right| \\
= & \sum_{i=1}^{n} \sum_{k=0}^{N-1} \sum_{\eta \in X^{k}}|(c, \eta)|\left|E_{\eta}[u]\left(b_{i}, a_{i}\right)\right|+ \\
& \sum_{i=1}^{n} \sum_{k=N}^{\infty} \sum_{\eta \in X^{k}}|(c, \eta)|\left|E_{\eta}[u]\left(b_{i}, a_{i}\right)\right| \\
\leq & \frac{\epsilon}{2}+\sum_{k=N}^{\infty} K(M R(m+1))^{k} \\
\leq & \epsilon
\end{aligned}
$$

and the differentiability claim is proved for the $\mathfrak{p}=1$ case. But the claim in fact holds for any $\mathfrak{p} \in[1, \infty]$ since the $L_{\mathfrak{p}}$ spaces under consideration are nested.

To verify the formula for $\frac{d}{d t} F_{c}[u]$ observe that

$$
\begin{aligned}
F_{c}[u](t) & =\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u](t) \\
& =\sum_{i=0}^{m} \sum_{\eta \in X^{*}}\left(c, x_{i} \eta\right) E_{x_{i} \eta}[u](t) \\
& =\sum_{i=0}^{m} \sum_{\eta \in X^{*}}\left(x_{i}^{-1}(c), \eta\right) \int_{0}^{t} u_{i}(\tau) E_{\eta}[u](\tau) d \tau
\end{aligned}
$$

Hence,

$$
\begin{aligned}
&\left.\frac{F_{c}[u](t+}{}+\Delta t\right)-F_{c}[u](t) \\
& \Delta t \\
&=\sum_{i=0}^{m} \sum_{\eta \in X^{*}}\left(x_{i}^{-1}(c), \eta\right) \frac{1}{\Delta t} \int_{t}^{t+\Delta t} u_{i}(\tau) E_{\eta}[u](\tau) d \tau
\end{aligned}
$$

Again $\left|E_{\eta}[u](\tau)\right| \leq R^{|\eta|} /|\eta|$ ! for all $\tau \in[0, T]$ and $\eta \in X^{*}$ when $u \in$ $B_{1}(R)[0, T]$. So the series above will converge when $\Delta t$ and $R$ are small enough. Taking the limit $\Delta t \rightarrow 0$ gives almost everywhere that

$$
\begin{aligned}
\frac{d}{d t} F_{c}[u](t) & =\sum_{i=0}^{m} \sum_{\eta \in X^{*}}\left(x_{i}^{-1}(c), \eta\right) u_{i}(t) E_{\eta}[u](t) \\
& =\sum_{i=0}^{m} u_{i}(t) F_{x_{i}^{-1}(c)}[u](t)
\end{aligned}
$$

If it is assumed that $u$ has $k$ continuous derivatives on $\left[t_{0}, t_{0}+\right.$ $T]$, i.e., $u \in C^{k}\left[t_{0}, t_{0}+T\right]$, then it can be shown that $y=F_{c}[u] \in$ $C^{k+1}\left[t_{0}, t_{0}+T\right], k \geq 0$ (including the smooth case, $k=\infty$.). This is useful for computing higher-order derivatives that appear in the context of differential equations as well as in the following theorem addressing the uniqueness of the generating series.

Theorem 3.5 Suppose $c, d \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$. If $F_{c}=F_{d}$ on $B_{\infty}^{m}(R)\left[t_{0}, t_{0}+\right.$ $T$ ] for some real numbers $R, T>0$, then $c=d$.

Proof: In light of the fact that $F_{c}-F_{d}=F_{c-d}$, it is sufficient to show that if $F_{c}=0$ on some $B_{\infty}^{m}(R)\left[t_{0}, t_{0}+T\right]$ then $c=0$. The approach is


Fig. 3.4. The $i$-th component of the input function $\bar{u}$ utilized in the proof of Theorem $3.5(i \neq 0)$.
based on the following simple observation. Suppose the step function input $\bar{u}=\alpha \mathbb{U}$ is applied to an integrator multiplied by a constant $\left(c, x_{1}\right)$, i.e.,

$$
\begin{aligned}
F_{c}[\bar{u}](t) & =\left(c, x_{1}\right) \int_{0}^{t} \alpha \mathbb{U}(\tau) d \tau \\
& =\left\{\begin{array}{cll}
\alpha t\left(c, x_{1}\right) & : & t \geq 0^{+} \\
0 & : & \text { otherwise },
\end{array}\right.
\end{aligned}
$$

where $c=\left(c, x_{1}\right) x_{1}$. Then clearly the only nonzero coefficient of the generating series $c$ can be extracted from the output $y=F_{c}[\bar{u}]$ by computing $\partial^{2} y(t) / \partial \alpha \partial t=\left(c, x_{1}\right)$ (see Problem 3.2.6 for another simple example). The idea is to extend this approach to the case where $c$ is arbitrary. Consider applying a piecewise constant input in $B_{\infty}^{m}(R)\left[t_{0}, t_{0}+T\right]$ defined by

$$
\bar{u}(t)=\alpha_{j} \leq R, \quad t \in\left[\sum_{l=0}^{j-1} t_{l}, \sum_{l=0}^{j} t_{l}\right)
$$

with $\alpha_{j}=\left[\alpha_{1 j} \alpha_{2 j} \cdots \alpha_{m j}\right]^{T} \in \mathbb{R}^{m}$ and $t_{l}>0, j, l=1,2, \ldots, k$; and $\sum_{l=1}^{k} t_{l}<T$ (see Figure 3.4). Since $\bar{u}_{0}=1$, define $\alpha_{0 j}=1$. The claim to be verified inductively is that for any $k \geq 1$

$$
\begin{equation*}
\left.\frac{\partial^{k}}{\partial t_{1} \partial t_{2} \cdots \partial t_{k}} F_{c}[\bar{u}]\left(t_{0}+t_{1}+\cdots+t_{k}\right)\right|_{\substack{t_{j}=0+\\ j=1,2, \ldots, k}}=\sum_{\xi \in X^{k}} \alpha_{\xi k}(c, \xi), \tag{3.9}
\end{equation*}
$$

where

$$
\alpha_{\xi k}:=\alpha_{i_{k} k} \alpha_{i_{k-1} k-1} \cdots \alpha_{i_{1} 1}
$$

when $\xi=x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}} \in X^{k} .{ }^{5}$ Observe that when $k=1$

$$
\begin{aligned}
\left.\frac{\partial}{\partial t_{1}} F_{c}[\bar{u}]\left(t_{0}+t_{1}\right)\right|_{t_{1}=0^{+}} & =\left.\sum_{i=0}^{m} \bar{u}_{i}\left(t_{0}+t_{1}\right) F_{x_{i}^{-1}(c)}[\bar{u}]\left(t_{0}+t_{1}\right)\right|_{t_{1}=0^{+}} \\
& =\sum_{\substack{x_{i} \in X \\
\xi \in X^{*}}} \bar{u}_{i}\left(t_{0}^{+}\right)\left(c, x_{i} \xi\right) E_{\xi}[\bar{u}]\left(t_{0}\right) \\
& =\sum_{x_{i} \in X} \alpha_{x_{i} 1}\left(c, x_{i}\right) .
\end{aligned}
$$

Note that in the last step, the identity

$$
E_{\xi}[\bar{u}]\left(t_{0}\right)=\left\{\begin{array}{lll}
1 & : & \xi=\emptyset \\
0 & : & \xi \neq \emptyset
\end{array}\right.
$$

was employed. Now assume that the identity (3.9) holds up to some fixed $k \geq 1$. Then

$$
\begin{aligned}
& \left.\frac{\partial^{k+1}}{\partial t_{1} \partial t_{2} \cdots \partial t_{k+1}} F_{c}[\bar{u}]\left(t_{0}+t_{1}+\cdots+t_{k+1}\right)\right|_{\substack{t_{j}=0^{+}, j=1,2, \ldots, k+1}}\left[\frac { \partial ^ { k } } { \partial t _ { 1 } \partial t _ { 2 } \cdots \partial t _ { k } } [ \frac { \partial } { \partial t _ { k + 1 } } F _ { c } [ \overline { u } ] ( t _ { 0 } + t _ { 1 } + \cdots + t _ { k + 1 } ) | _ { t _ { k + 1 } = 0 ^ { + } } ] | _ { \substack { t _ { j } = 0 ^ { + } , \\
j = 1 , 2 , \ldots , k } } \left[\sum_{\substack{ \\
m}} \bar{\partial}_{i_{k+1}}\left(t_{0}+t_{1}+\cdots+t_{k+1}\right) \cdot\right.\right. \\
& =\frac{\left.\left.\partial_{x_{i_{k+1}}^{-1}(c)}[\bar{u}]\left(t_{0}+t_{1}+\cdots+t_{k+1}\right)\right|_{t_{k+1}=0^{+}}\right]\left.\right|_{\substack{t_{j}=0^{+}, j=1,2, \ldots, k}}}{\partial t_{1} \partial t_{2} \cdots \partial t_{k}}\left[\sum_{i_{k+1}=0}\right. \\
& =\sum_{x_{i_{k+1}} \in X} \alpha_{x_{i_{k+1}}} k+1 \frac{\partial^{k}}{\partial t_{1} \partial t_{2} \cdots \partial t_{k}} .
\end{aligned}
$$

${ }^{5}$ Since $\bar{u}$ is smooth almost everywhere on $\left[t_{0}, t_{0}+T\right]$, the same is true of $F_{c}[\bar{u}]$.

$$
\left.F_{x_{i_{k+1}}^{-1}(c)}[\bar{u}]\left(t_{0}+t_{1}+\cdots+t_{k}\right)\right|_{\substack{t_{j}=0^{+}, 2, \ldots, k \\ j=1,2, \ldots, k}}
$$

The key fact used above is that $\bar{u}_{i_{k+1}}\left(t_{0}+t_{1}+\cdots+t_{k}^{+}\right)=\alpha_{i_{k+1} k+1}$. Now use the induction hypothesis by applying (3.9):

$$
\begin{aligned}
& \left.\frac{\partial^{k+1}}{\partial t_{1} \partial t_{2} \cdots \partial t_{k+1}} F_{c}[\bar{u}]\left(t_{0}+t_{1}+\cdots+t_{k+1}\right)\right|_{\substack{t_{j}=0^{+}, j=1,2, \ldots, k+1}} \\
& \quad=\sum_{x_{i_{k+1}} \in X} \alpha_{x_{i_{k+1}} k+1}\left[\sum_{\xi \in X^{k}} \alpha_{\xi k}\left(x_{i_{k+1}}^{-1}(c), \xi\right)\right] \\
& \quad=\sum_{\xi \in X^{k+1}} \alpha_{\xi k+1}(c, \xi) .
\end{aligned}
$$

Hence, by induction (3.9) holds for all $k \geq 1$. Now by assumption $F_{c}[\bar{u}]=0$ on $\left[t_{0}, t_{0}+T\right]$. Therefore,

$$
\begin{equation*}
\sum_{\xi \in X^{k}} \alpha_{\xi k}(c, \xi)=0, \quad k \geq 1 \tag{3.10}
\end{equation*}
$$

Furthermore, observe that the left-hand side of the above expression is a polynomial function of the input parameters $\alpha_{i j}$. Thus, one can compute partial derivatives of this expression with respect to $\alpha_{i j}$. Let $l_{1}, l_{2}, \ldots, l_{k}$ be any $k$-tuple where $l_{r} \in\{0,1, \ldots, m\}$. Then

$$
\begin{aligned}
& \frac{\partial^{k}}{\partial \alpha_{l_{k} k} \partial \alpha_{l_{k-1} k-1} \cdots \partial \alpha_{l_{1} 1}} \alpha_{i_{k} k} \alpha_{i_{k-1} k-1} \cdots \alpha_{i_{1} 1} \\
& =\left\{\begin{array}{lll}
1 & : & l_{j}=i_{j}, \quad j=1,2, \ldots, k \\
0 & : & \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Taking such partial derivatives of both sides of equation (3.10) yields

$$
\begin{aligned}
& \quad \frac{\partial^{k}}{\partial \alpha_{l_{k} k} \partial \alpha_{l_{k-1} k-1} \cdots \partial \alpha_{l_{1} 1}} \\
& \quad \sum_{x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}} \in X^{k}} \alpha_{i_{k} k} \alpha_{i_{k-1} k-1} \cdots \alpha_{i_{1} 1}\left(c, x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}}\right) \\
& =\left(c, x_{l_{k}} x_{l_{k-1}} \cdots x_{l_{1}}\right) \\
& =0 .
\end{aligned}
$$

That is, for any $\eta=x_{l_{k}} x_{l_{k-1}} \cdots x_{l_{1}} \in X^{k}, k \geq 1$, it follows that $(c, \eta)=0$. One caveat in this argument, however, is the case where one or more $i_{j}=0$. Recall that $\alpha_{0 j}$ has been fixed to one, so it is not really a free variable in the setup. A straightforward check shows that the above argument will give the desired result when all partials of the form $\partial / \partial \alpha_{0, j}$ are simply omitted. Finally, setting $u=0$ gives $(c, \emptyset)=0$. Thus, $c=0$ as desired.

Next, the main analyticity theorem is given. The basic claim is that real analytic inputs produce real analytic outputs. The proof is accomplished by extending the setup to the complex field, using tools from the theory of complex variables, and then restricting the results back to the real field.

Theorem 3.6 If $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and $u \in B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$ is real analytic on $\left[t_{0}, t_{0}+T\right]$, then $y=F_{c}[u]$ is real analytic on $\left[t_{0}, t_{0}+T\right]$ provided that $R, T>0$ are sufficiently small.

Proof: Assume $t_{0}=0$ and $R, T>0$ are selected so that a given $u \in$ $B_{\mathfrak{p}}^{m}(R)[0, T]$ is real analytic on $[0, T]$ and $y=F_{c}[u]$ is well defined. Let $\tilde{u}$ be the complex extension of $u$ which is analytic on a neighborhood $W_{\mathbb{C}}$ of $[0, T]$ in the complex plane. Without loss of generality, one can assume that $W_{\mathbb{C}}$ is simply connected, that the closure $\bar{W}_{\mathbb{C}}$ of $W_{\mathbb{C}}$ is compact, and that $\tilde{u}$ is analytic on $\bar{W}_{\mathbb{C}}$. Thus, for any fixed path in $\bar{W}_{\mathbb{C}}$ there exists some $\tilde{R}>0$ such that $\|\tilde{u}\|_{\mathfrak{p}} \leq \tilde{R}$. Here the norm is extended in a natural way using the moduli of the components of $\tilde{u}(w)$ as $w$ follows the given path. Now for such a $\tilde{u}$ define the iterated integrals $E_{\eta}[\tilde{u}]: W_{\mathbb{C}} \rightarrow \mathbb{C}$ by

$$
E_{x_{i} \eta}[\tilde{u}](w)=\int_{0}^{w} \tilde{u}_{i}(\zeta) E_{\eta}[\tilde{u}](\zeta) d \zeta, \quad x_{i} \in X, \quad \eta \in X^{*}
$$

where $E_{\emptyset}=1$ and $\tilde{u}_{0}=1$. By induction, the integrand is analytic on $W_{\mathbb{C}}$, so the value of the integral is independent of the path (chosen inside $W_{\mathbb{C}}$ ), and the resulting function is analytic on $W_{\mathbb{C}}$ as well. As in the proof of Theorem 3.1, it can be shown from the assumed growth condition that the series

$$
\tilde{y}(w)=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[\tilde{u}](w)
$$

converges uniformly on $W_{\mathbb{C}}$. Since each $E_{\eta}[\tilde{u}](w)$ is analytic on $W_{\mathbb{C}}$, it follows that $\tilde{y}(w)$ is also analytic on $W_{\mathbb{C}}$ (see Problem 3.2.7). Clearly
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$\tilde{y}(w)$ is an analytic complex extension of the real-valued function

$$
y(t)=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u](t) .
$$

In which case, the restriction of $\tilde{y}$ to $[0, T]$, namely $y$, is real analytic on $[0, T]$.

It is important to point out what is not being claimed in the theorem above. Namely, that if $u$ can be represented by a single power series over $[0, T]$ then so can $y=F_{c}[u]$. This claim is generally false as shown in the next example.

Example 3.5 Reconsider the Wiener system in Example 3.3 with $\mathfrak{p}=$ 1. Take the input to be the entire function $u(t)=-\sin \pi t$. Then clearly $\left\|u_{[0, T]}\right\|_{1} \leq T$ so that $F_{c}[u]$ converges at least on $[0, T]$ for any $T<1$. However, observe more specifically that

$$
\begin{aligned}
z(t)=\int_{0}^{t} u(\tau) d \tau & =\frac{1}{\pi} \cos (\pi t)-\frac{1}{\pi} \\
& =-\frac{2}{\pi} \sin ^{2}\left(\frac{\pi}{2} t\right)
\end{aligned}
$$

and hence,

$$
y(t)=\frac{1}{1-z(t)}=\frac{\frac{\pi}{2}}{\frac{\pi}{2}+\sin ^{2}\left(\frac{\pi}{2} t\right)}
$$

for any $t \in[0, \infty)$. So while $u$ has a Taylor series at $t=0$ which converges everywhere on $[0, \infty)$, it will be shown that $y$ does not. Define the function

$$
f(w)=\frac{\pi}{2}+\sin ^{2}\left(\frac{\pi}{2} w\right)
$$

where $w=a+i b$. It is easy to verify, using the identity

$$
\sin \theta=\frac{\mathrm{e}^{i \theta}-\mathrm{e}^{-i \theta}}{2 i}
$$

that

$$
\begin{aligned}
\operatorname{Re}(f(w)) & =\frac{1}{2}(1+\pi-\cos (\pi a) \cosh (\pi b)) \\
\operatorname{Im}(f(w)) & =\frac{1}{2} \sin (\pi a) \sinh (\pi b) .
\end{aligned}
$$



Fig. 3.5. Values of $w$ for which $\operatorname{Re}(f(w))=0$ (dashed lines), $\operatorname{Im}(f(w))=0$ (real and imaginary axes), and the region of convergence for the Taylor series of $y$ at $t=0$ in Example 3.5 (inside inner circle).

In which case, $\operatorname{Im}(f(w))=0$ within the unit circle only along both the real and imaginary axes. The values of $w$ for which $\operatorname{Re}(f(w))=0$ are shown in Figure 3.5. Thus, inside the unit circle, $f(w)=0$ only when $w= \pm i w_{0}$, where

$$
w_{0}=\frac{1}{\pi} \cosh ^{-1}(\pi+1)=0.6682353705 .
$$

So while $y$ is real analytic at every point within $[0, \infty)$, the series representation of $y$ at $t=0$ only converges on $\left[0, w_{0}\right)$. Any shift of this representation to another point within $[0, \infty)$ has similar limitations. Thus, at least two series are needed to represent $y$ on $[0, \infty)$. With the help of symbol manipulation software, the first ten terms of the Taylor series at $w=0$ are found to be

$$
\begin{array}{r}
y(w)=1-\frac{1}{2} \pi w^{2}+\frac{1}{24} \pi^{2}(\pi+6) w^{4}-\frac{1}{720} \pi^{3}\left(30 \pi+\pi^{2}+90\right) w^{6}+ \\
\frac{1}{40320} \pi^{4}\left(126 \pi^{2}+\pi^{3}+1260 \pi+2520\right) w^{8}-\frac{1}{3628800} \pi^{5}
\end{array}
$$

$$
\begin{aligned}
& \quad\left(510 \pi^{3}+\pi^{4}+13230 \pi^{2}+75600 \pi+113400\right) w^{10}+O\left(w^{12}\right) \\
& =1-1.570796327 w^{2}+3.759329296 w^{4}-8.359524051 w^{6}+ \\
& 18.73043265 w^{8}-41.94529728 w^{10}+O\left(w^{12}\right) .
\end{aligned}
$$

The square root of the ratio of the magnitudes of the last two nonzero coefficients of this series,

$$
\sqrt{18.73043265 / 41.94529728}=0.668239688
$$

must give an estimate of $w_{0}$ since the radius of convergence of such a series, $R$, and the smallest geometric growth constant, $M$, are related as $R=1 / M$ (see Section 1.1). It is worth restating the very subtle point that while this series representation of $y$ diverges at $t=w_{0}$, the function $y$ is perfectly well defined at $t=w_{0}$, namely $y\left(w_{0}\right)=$ 0.676214167 (recall Problem 1.1.1).

As Theorem 3.2 demonstrated, the input-output system $F_{c}$ can be viewed as a mapping between to closed balls in the normed linear spaces $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{0}+T\right]$ and $L_{\mathfrak{q}}^{\ell}\left[t_{0}, t_{0}+T\right]$ when its generating series is locally convergent. Thus, it makes sense to consider whether the mapping is continuous as an operator between these spaces. The following theorem answers this question to the affirmative.

Theorem 3.7 Suppose $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and select any pair of conjugate exponents $\mathfrak{p , q} \in[0, \infty]$. If the real numbers $R, T>0$ are sufficiently small, then the operator

$$
F_{c}: B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right] \rightarrow B_{\mathfrak{q}}^{\ell}(S)\left[t_{0}, t_{0}+T\right]
$$

for some $S>0$ is continuous with respect to the $L_{\mathfrak{p}}$ and $L_{\mathfrak{q}}$ norms. That is, for any $\epsilon>0$ there exists a $\delta>0$ such that for any $u, v \in B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$ satisfying $\|v-u\|_{\mathfrak{p}}<\delta$ it follows that $\left\|F_{c}[v]-F_{c}[u]\right\|_{\mathfrak{q}}<\epsilon$.

Proof: It is first proved by induction on the length of the word $\eta \in X^{*}$ that the mapping

$$
E_{\eta}: B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right] \rightarrow B_{\mathfrak{q}}^{\ell}(S)\left[t_{0}, t_{0}+T\right]
$$

has the desired continuity property. The focus is on the case where $\mathfrak{p}, \mathfrak{q} \in(1, \infty)$ (the remaining case is handled similarly and left to the
reader). Without loss of generality, assume $t_{0}=0$. The claim is trivial when $\eta$ is the empty word. If $\eta=x_{i}$, then

$$
\begin{aligned}
\left\|E_{x_{i}}[v]-E_{x_{i}}[u]\right\|_{\mathfrak{q}} & =\left(\int_{0}^{T}\left|E_{x_{i}}[v](t)-E_{x_{i}}[u](t)\right|^{\mathfrak{q}} d t\right)^{\frac{1}{q}} \\
& \leq\left(\int_{0}^{T}\left(\int_{0}^{T}\left|v_{i}(\tau)-u_{i}(\tau)\right| d \tau\right)^{\mathfrak{q}} d t\right)^{\frac{1}{q}} \\
& =\int_{0}^{T}\left|v_{i}(\tau)-u_{i}(\tau)\right| d \tau T^{\frac{1}{q}} \\
& \leq\left\|v_{i}-u_{i}\right\|_{p} T^{\frac{2}{q}} \\
& \leq\|v-u\|_{p} T^{\frac{2}{\mathfrak{q}}}
\end{aligned}
$$

where Hölder's inequality has been used in the second to the last step above. Thus, if $\|v-u\|_{p}<\delta:=\epsilon / T^{2 / \mathfrak{q}}$, then clearly

$$
\left\|E_{x_{i}}[v]-E_{x_{i}}[u]\right\|_{\mathfrak{q}}<\epsilon .
$$

Now suppose the claim holds for all words up to some fixed length $k \geq 0$. Then for any $x_{i} \in X$ and $\eta \in X^{k}$ observe

$$
\begin{aligned}
&\left\|E_{x_{i} \eta}[v]-E_{x_{i} \eta}[u]\right\|_{\mathfrak{q}} \\
&= \|\left(E_{x_{i} \eta}[v]-\int_{0} u_{i}(\tau) E_{\eta}[v](\tau) d \tau\right)+ \\
&\left(\int_{0} u_{i}(\tau) E_{\eta}[v](\tau) d \tau-E_{x_{i} \eta}[u]\right) \|_{\mathfrak{q}} \\
& \leq\left\|E_{x_{i} \eta}[v]-\int_{0} u_{i}(\tau) E_{\eta}[v](\tau) d \tau\right\|_{\mathfrak{q}}+ \\
&\left\|\int_{0}^{\cdot} u_{i}(\tau) E_{\eta}[v](\tau) d \tau-E_{x_{i} \eta}[u]\right\|_{\mathfrak{q}} \\
& \leq\left(\int_{0}^{T}\left(\int_{0}^{T}\left|v_{i}(\tau)-u_{i}(\tau)\right|\left|E_{\eta}[v](\tau)\right| d \tau\right)^{\mathfrak{q}} d t\right)^{\frac{1}{q}}+ \\
&\left(\int_{0}^{T}\left(\int_{0}^{T}\left|u_{i}(\tau)\right|\left|E_{\eta}[v](\tau)-E_{\eta}[u](\tau)\right| d \tau\right)^{q} d t\right)^{\frac{1}{q}} \\
& \leq \int_{0}^{T}\left|v_{i}(\tau)-u_{i}(\tau)\right|\left|E_{\eta}[v](\tau)\right| d \tau T^{\frac{1}{\mathfrak{q}}}+
\end{aligned}
$$

$$
\begin{aligned}
& \int_{0}^{T}\left|u_{i}(\tau)\right|\left|E_{\eta}[v](\tau)-E_{\eta}[u](\tau)\right| d \tau T^{\frac{1}{\mathfrak{q}}} \\
\leq & \|v-u\|_{\mathfrak{p}}\left\|E_{\eta}[v]\right\|_{\mathfrak{q}} T^{\frac{1}{\mathfrak{q}}}+\|u\|_{\mathfrak{p}}\left\|E_{\eta}[v]-E_{\eta}[u]\right\|_{\mathfrak{q}} T^{\frac{1}{\mathfrak{q}}} .
\end{aligned}
$$

From the induction hypothesis $E_{\eta}$ is continuous in the desired sense. Thus, it follows that for any $\epsilon>0$, there exists a $\delta^{\prime}>0$ such that

$$
\left\|E_{\eta}[v]\right\|_{\mathfrak{q}} \leq\left\|E_{\eta}[u]\right\|_{\mathfrak{q}}+1
$$

and

$$
\|u\|_{\mathfrak{p}}\left\|E_{\eta}[v]-E_{\eta}[u]\right\|_{\mathfrak{q}} T^{\frac{1}{\mathfrak{q}}}<\epsilon / 2
$$

for all $v$ in a ball centered at $u$ of radius $\delta^{\prime}>0 .{ }^{6}$ In which case, choose

$$
\delta=\min \left\{\delta^{\prime}, \frac{\epsilon / 2}{\left(\left\|E_{\eta}[u]\right\|_{\mathfrak{q}}+1\right) T^{\frac{1}{9}}}\right\}
$$

so that if $\|u-v\|_{\mathfrak{p}}<\delta$, then

$$
\left\|E_{x_{i} \eta}[v]-E_{x_{i} \eta}[u]\right\|_{\mathfrak{q}}<\epsilon .
$$

Hence, by induction, $E_{\eta}$ is continuous with respect to the $L_{\mathfrak{p}}$ and $L_{\mathfrak{q}}$ norms for every $\eta \in X^{*}$.

To show that $F_{c}$ is also continuous in the desired sense, observe that for any integer $N>0$

$$
\begin{aligned}
&\left\|F_{c}[v]-F_{c}[u]\right\|_{\mathfrak{q}}=\left\|\sum_{k=0}^{\infty} \sum_{\eta \in X^{k}}(c, \eta)\left(E_{\eta}[v]-E_{\eta}[u]\right)\right\|_{\mathfrak{q}} \\
& \leq\left\|\sum_{k=0}^{N-1} \sum_{\eta \in X^{k}}(c, \eta)\left(E_{\eta}[v]-E_{\eta}[u]\right)\right\|_{\mathfrak{q}}+ \\
&\left\|\sum_{k=N}^{\infty} \sum_{\eta \in X^{k}}(c, \eta)\left(E_{\eta}[v]-E_{\eta}[u]\right)\right\|_{\mathfrak{q}} \\
& \leq\left\|\sum_{k=0}^{N-1} \sum_{\eta \in X^{k}}(c, \eta)\left(E_{\eta}[v]-E_{\eta}[u]\right)\right\|_{q}+
\end{aligned}
$$

[^15]$$
2 \sum_{k=N}^{\infty} K(M R(m+1))^{k},
$$
where $K, M>0$ are defined as in the proof of the previous theorem. Clearly, the second term above can be bounded by $\epsilon / 2$ by selecting $N$ to be sufficiently large. For this fixed $N$, it is now possible to bound the first term by $\epsilon / 2$ since each $E_{\eta}$ in this finite sum is continuous as shown above. This proves the theorem.

### 3.3 Global Input-Output Properties

In this section, a general condition is described under which a Fliess operator is globally convergent. In addition, a global counterpart for the analyticity of the output function is presented. The first theorem introduces a growth condition for the coefficients of $c$ under which $F_{c}$ is well defined for every input function from $L_{1, e}^{m}\left(t_{0}\right)$.

Theorem 3.8 Suppose $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ is a series with coefficients that satisfy

$$
\begin{equation*}
|(c, \eta)| \leq K M^{|\eta|}(|\eta|!)^{s}, \quad \forall \eta \in X^{*} \tag{3.11}
\end{equation*}
$$

for some real numbers $K, M>0$ and $s \in[0,1)$. Then for any $u \in$ $L_{1, e}^{m}\left(t_{0}\right)$, the series

$$
\begin{equation*}
y(t)=F_{c}[u](t)=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u](t) \tag{3.12}
\end{equation*}
$$

converges absolutely and uniformly on $\left[t_{0}, t_{0}+T\right]$ for any $T>0$.
Proof: Without loss of generality assume that $t_{0}=0$. Choose any $T>0$ and pick any $u \in L_{1, e}^{m}(0)$. Let

$$
R=\max \left\{\left\|u_{[0, T]}\right\|_{1}, T\right\} .
$$

If the coefficients of $c$ satisfy the global growth condition (3.11) then the upperbound (3.5) in the proof of Theorem 3.1 can be strengthened to

$$
\sum_{\eta \in X^{*}}\left|(c, \eta) E_{\eta}[u](t)\right| \leq K \sum_{k=0}^{\infty} \frac{(M R(m+1))^{k}}{(k!)^{1-s}} .
$$

Defining the sequence $a_{k}:=(M R(m+1))^{k} /(k!)^{1-s}$, it is clear that

$$
\lim _{k \rightarrow \infty} \frac{a_{k+1}}{a_{k}}=(M R(m+1)) \lim _{k \rightarrow \infty} \frac{1}{(k+1)^{1-s}}=0
$$

Thus, from the ratio test the series in (3.12) must converge absolutely and uniformly on $[0, T]$.

The set of all $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ which satisfy the global growth condition (3.11) will be denoted by $\mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$. For any given $c$, a constant $s$ for which there exists $K, M>0$ satisfying (3.11) is called a Gevrey order. Clearly if $s^{\prime}>s$ then $c$ will also have Gevrey order $s^{\prime}$. The minimum of all Gevrey orders of $c$ is written as $s^{*}$. The following corollary is a direct consequence of the fact that the extended spaces $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$, $\mathfrak{p} \in[1, \infty]$ are nested.

Corollary 3.2 If $c \in \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ and $u \in L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ with $\mathfrak{p} \in[1, \infty]$, then the series (3.12) converges on $\left[t_{0}, t_{0}+T\right)$ for any $T>0$.

Example 3.6 Let $X=\left\{x_{0}, x_{1}\right\}$ and consider a linear series

$$
c=\sum_{k=0}^{\infty} C A^{k} B x_{0}^{k} x_{1}
$$

with $A \in \mathbb{R}^{n \times n}$ nonzero and $B, C^{T} \in \mathbb{R}^{n \times 1}$. Observe that

$$
\left|\left(c, x_{0}^{k} x_{1}\right)\right| \leq\|C\|\|A\|^{k}\|B\|=\left(\|C\|\|B\|\|A\|^{-1}\right)\|A\|^{\left|x_{0}^{k} x_{1}\right|}, \quad k \geq 0
$$

where $\|\cdot\|$ denotes any (sub-multiplicative) matrix/vector norm. In which case, $c \in \mathbb{R}_{G C}\langle\langle X\rangle\rangle$ with global growth constants $K=\|C\|\|B\|$. $\|A\|^{-1}, M=\|A\|$ and $s^{*}=0$.

Example 3.7 Consider the single-input, single-output Wiener system as shown in Figure 3.6. Observe

$$
\begin{aligned}
y(t) & =\mathrm{e}^{z(t)}=\sum_{k=0}^{\infty} \frac{(z(t))^{k}}{k!} \\
& =\sum_{k=0}^{\infty} \frac{1}{k!} E_{x_{1}}^{k}[u](t)=\sum_{k=0}^{\infty} E_{\frac{1}{k!} x_{1} w_{k}}[u](t)
\end{aligned}
$$



Fig. 3.6. The Wiener system in Example 3.7.

$$
\begin{aligned}
& =\sum_{k=0}^{\infty} E_{x_{1}^{k}}[u](t) \\
& =F_{c}[u](t),
\end{aligned}
$$

where $c=\sum_{k>0} x_{1}^{k}$. Clearly, $|(c, \eta)| \leq 1$ for all $\eta \in X^{*}$ with $X=$ $\left\{x_{0}, x_{1}\right\}$. So $c$ is globally convergent with $K=M=1$ and $s^{*}=0$.

Example 3.8 This example suggests that the growth condition (3.11) may only be a sufficient condition for global convergence, i.e., it is not necessary. Suppose the system in the previous example is cascaded with a copy of itself to produce the new system

$$
y(t)=\exp \left(E_{x_{1}}\left[\exp \left(E_{x_{1}}[u(t)]\right)\right]\right.
$$

It is not immediately evident that this new system has a Fliess operator representation, this fact will be established in Section 3.6. But observe that for any $u \in L_{1, e}(0)$, the output is well defined for every finite $t$. Thus, any corresponding Fliess operator would have to be globally convergent. However, consider the special case where $u(t)=1$ on any finite interval $[0, T]$ so that

$$
y(t)=\mathrm{e}^{\mathrm{e}^{t}-1}=\sum_{n=0}^{\infty} B_{n} \frac{t^{n}}{n!}, \quad t \geq 0
$$

as shown in Figure 3.7 , where $B_{n}, n \geq 0$ is the integer sequence known as the Bell numbers. The first few Bell numbers are: $1,2,5,15,52$, $203,877,4140$. Their asymptotic behavior is known to simultaneously satisfy the following three limits:

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \frac{B_{n}}{M^{n}}=\infty, \quad \forall M>0 \\
& \lim _{n \rightarrow \infty} \frac{B_{n}}{(n!)^{s}}=\infty, \quad 0 \leq s<1
\end{aligned}
$$



Fig. 3.7. The function $y(t)=\mathrm{e}^{\mathrm{e}^{t}-1}$ in Example 3.8 plotted on a double logarithmic scale (solid line) and the function $\tilde{y}(t)=t$ (dashed line).

$$
\lim _{n \rightarrow \infty} \frac{B_{n}}{n!}=0
$$

The first two limits imply that the Bell numbers are growing faster than the global growth rate (3.11), where it is always assumed that $s \in[0,1)$. The third limit indicates a growth rate corresponding to $s^{*}=$ 1 and $0<M<1$. In which case, there exist globally convergent Fliess operators which do not satisfy global growth condition (3.11). This issue will be revisited in Section 3.6 where cascade interconnections are considered in detail. It is in this context that such systems can naturally appear.

Finally, the global analogue of Theorem 3.6 is considered. This result will be used in Chapter 6, where state space realizations of $F_{c}$ are considered. The proof is very similar to its local counterpart except that the global growth condition now permits an arbitrary $T>0$ to be handled in much the same way as it was in the previous theorem. The details are thus left to the reader.

Theorem 3.9 If $c \in \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ and $u \in L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ with $\mathfrak{p} \in[1, \infty]$ is real analytic, then $y=F_{c}[u]$ is real analytic on $\left[t_{0}, t_{0}+T\right]$ for any $T>0$.

### 3.4 Volterra Operators

Volterra operators date back to as early as the 1880s and are arguably the most widely used class of nonlinear operators in science and engineering. They can be viewed as a natural generalization of a linear integral operator. Recall from Chapter 1 that a causal linear inputoutput system taking $m$ inputs to $\ell$ outputs can be expressed in terms of the linear integral operator

$$
\begin{aligned}
y_{1}(t) & =\int_{t_{0}}^{t} w(t, \tau) u(\tau) d \tau \\
& =\sum_{i=1}^{m} \int_{t_{0}}^{t} w_{i}(t, \tau) u_{i}(\tau) d \tau, \quad t \geq t_{0} .
\end{aligned}
$$

One could define a second-order integral operator as

$$
y_{2}(t)=\sum_{i_{1}, i_{2}=1}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{2}} w_{i_{2} i_{1}}\left(t, \tau_{2}, \tau_{1}\right) u_{i_{2}}\left(\tau_{2}\right) u_{i_{1}}\left(\tau_{1}\right) d \tau_{1} d \tau_{2}
$$

or a $k$-th order integral operator as

$$
\begin{gathered}
y_{k}(t)=\sum_{i_{1}, \ldots, i_{k}=1}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{k}} \cdots \int_{t_{0}}^{\tau_{2}} w_{i_{k} \cdots i_{1}}\left(t, \tau_{k}, \ldots, \tau_{1}\right) . \\
u_{i_{k}}\left(\tau_{k}\right) \cdots u_{i_{1}}\left(\tau_{1}\right) d \tau_{1} \cdots d \tau_{k} .
\end{gathered}
$$

This motivates the following definition. ${ }^{7}$
Definition 3.5 A Volterra operator is any mapping of the form

$$
V: u \mapsto y(t)=\sum_{k=0}^{\infty} y_{k}(t),
$$

where the zero-order (nonhomogeneous) term is formally defined as $y_{0}(t)=w_{\emptyset}(t)$.

Now in the event that the kernel functions $w_{i_{k} \cdots i_{1}}$ are real analytic over a common domain, the following theorem states that $V$ can have a Fliess operator representation.

[^16]Theorem 3.10 Suppose $V$ is a Volterra operator, where each kernel function has a series representation

$$
\begin{aligned}
w_{i_{k} \cdots i_{1}}\left(t, \tau_{k}, \ldots, \tau_{1}\right)= & \sum_{n_{0}, \ldots, n_{k}=0}^{\infty}\left(c, x_{0}^{n_{k}} x_{i_{k}} x_{0}^{n_{k-1}} \ldots x_{i_{1}} x_{0}^{n_{0}}\right) \\
& \frac{\left(t-\tau_{k}\right)^{n_{k}}\left(\tau_{k}-\tau_{k-1}\right)^{n_{k-1}} \cdots\left(\tau_{1}-t_{0}\right)^{n_{0}}}{n_{k}!n_{k-1}!\cdots n_{0}!}
\end{aligned}
$$

on some domain

$$
\mathcal{D}_{k}=\left\{\left(t, \tau_{k}, \ldots, \tau_{1}\right) \in \mathbb{R}^{k+1}: t_{0}+T_{0} \geq t \geq \tau_{k} \geq \cdots \geq \tau_{1} \geq t_{0}\right\} .
$$

If $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and $\mathfrak{p} \in[1, \infty]$, then there exists $R, T>0$ such that $V=F_{c}$ on $B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$. If $c \in \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$, then $V=F_{c}$ on $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$.

Proof: For $k \geq 1$ observe

$$
\begin{aligned}
& y_{k}(t)= \sum_{i_{1}, \ldots, i_{k}=1}^{m} \sum_{n_{0}, \ldots, n_{k}=0}^{\infty}\left(c, x_{0}^{n_{k}} x_{i_{k}} x_{0}^{n_{k-1}} \cdots x_{i_{1}} x_{0}^{n_{0}}\right) . \\
& \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{k}} \cdots \int_{t_{0}}^{\tau_{2}} \frac{\left(t-\tau_{k}\right)^{n_{k}}}{n_{k}!} u_{i_{k}}\left(\tau_{k}\right) \frac{\left(\tau_{k}-\tau_{k-1}\right)^{n_{k-1}}}{n_{k-1}!} \cdots \\
&= u_{i_{1}\left(\tau_{1}\right)}^{m} \frac{\left(\tau_{1}-t_{0}\right)^{n_{0}}}{n_{0}!} d \tau_{1} \cdots d \tau_{k} \\
& \sum_{i_{1}, \ldots, i_{k}=1}^{m} \sum_{n_{0}, \ldots, n_{k}=0}^{\infty}\left(c, x_{0}^{n_{k}} x_{i_{k}} x_{0}^{n_{k-1}} \cdots x_{i_{1}} x_{0}^{n_{0}}\right) . \\
& \quad E_{x_{0}^{n_{k}} x_{i_{k}} x_{0}^{n_{k-1}} \ldots x_{i_{1}} x_{0}^{n_{0}}[u]\left(t, t_{0}\right) .}
\end{aligned}
$$

When $k=0$

$$
\begin{aligned}
y_{0}(t) & =(c, \emptyset)+\left(c, x_{0}\right) \frac{t-t_{0}}{1!}+\left(c, x_{0}^{2}\right) \frac{\left(t-t_{0}\right)^{2}}{2!}+\cdots \\
& =\sum_{n_{0}=0}^{\infty}\left(c, x_{0}^{n_{0}}\right) E_{x_{0}^{n_{0}}}[u]\left(t, t_{0}\right) .
\end{aligned}
$$

Therefore,

$$
V[u]=\sum_{k=0}^{\infty} y_{k}=\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u]=F_{c}[u],
$$

which is well defined for every $u$ on some closed-ball $B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+\right.$ $T]$ if $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ (Theorem 3.1) and on $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ if $c \in \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ (Theorem 3.8).

Example 3.9 Reconsider the Wiener system in Example 3.3. It was shown earlier that

$$
\begin{aligned}
y(t) & =\sum_{k=0}^{\infty} k!E_{x_{1}^{k}}[u]\left(t, t_{0}\right) \\
& =1+\sum_{k=1}^{\infty} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{k}} \cdots \int_{t_{0}}^{\tau_{2}} k!u_{1}\left(\tau_{k}\right) \cdots u_{1}\left(\tau_{1}\right) d \tau_{1} \cdots d \tau_{k} .
\end{aligned}
$$

Thus, by direct observation, the kernel functions of the corresponding Volterra operator are

$$
\begin{gathered}
\underbrace{w_{11 \cdots 1}}_{k \text { times }}\left(t, \tau_{k}, \ldots, \tau_{1}\right)=k!, \quad k \geq 1 \\
w_{\emptyset}(t)=1 .
\end{gathered}
$$

It is clear that the generating series $c$ is locally convergent with growth constants $K=M=1$. So the Volterra operator with $t_{0}=0$ is well defined on $B_{1}(R)[0, T]$ for sufficiently small $R, T>0$.

Example 3.10 Consider a series

$$
c=\sum_{k=0}^{\infty} \sum_{i_{1}, \ldots, i_{k}=0}^{m}\left(\lambda N_{i_{k}} \cdots N_{i_{1}} \gamma\right) x_{i_{k}} \cdots x_{i_{1}},
$$

where $N_{i_{j}} \in \mathbb{R}^{n \times n}, i_{j} \in\{0,1, \ldots, m\}$ and $\gamma, \lambda^{T} \in \mathbb{R}^{n \times 1}$. Each word $x_{i_{k}} \cdots x_{i_{1}}$ can be rewritten uniquely in the form

$$
x_{0}^{n_{k}} x_{i_{k}} x_{0}^{n_{k-1}} x_{i_{k-1}} \cdots x_{0}^{n_{1}} x_{i_{1}} x_{0}^{n_{0}},
$$

where now $i_{j} \in\{1,2, \ldots, m\}$ (see equation (2.43)). In which case, $c$ has the equivalent form

$$
c=\sum_{k=0}^{\infty} \sum_{i_{1}, \ldots, i_{k}=1}^{m} \sum_{n_{0}, \ldots, n_{k}=0}^{\infty}\left(\lambda N_{0}^{n_{k}} N_{i_{k}} N_{0}^{n_{k-1}} \cdots N_{i_{1}} N_{0}^{n_{0}} \gamma\right) .
$$

$$
x_{0}^{n_{k}} x_{i_{k}} x_{0}^{n_{k-1}} \cdots x_{i_{1}} x_{0}^{n_{0}} .
$$

By inspection, the corresponding Volterra kernel function for any $k \geq 1$ is

$$
\begin{aligned}
w_{i_{k} \cdots i_{1}}\left(t, \tau_{k}, \ldots, \tau_{1}\right)= & \sum_{n_{0}, \ldots, n_{k}=0}^{\infty}\left(\lambda N_{0}^{n_{k}} N_{i_{k}} N_{0}^{n_{k-1}} \cdots N_{i_{1}} N_{0}^{n_{0}} \gamma\right) . \\
& \frac{\left(t-\tau_{k}\right)^{n_{k}}\left(\tau_{k}-\tau_{k-1}\right)^{n_{k-1}} \cdots\left(\tau_{1}-t_{0}\right)^{n_{0}}}{n_{k}!n_{k-1}!\cdots n_{0}!} \\
= & \lambda \mathrm{e}^{N_{0}\left(t-\tau_{k}\right)} N_{i_{k}} \mathrm{e}^{N_{0}\left(\tau_{k}-\tau_{k-1}\right)} \cdots N_{i_{1}} \mathrm{e}^{N_{0}\left(\tau_{1}-t_{0}\right)} \gamma,
\end{aligned}
$$

and similarly,

$$
w_{\emptyset}(t)=\lambda \mathrm{e}^{N_{0}\left(t-t_{0}\right)} \gamma .
$$

Therefore, the associated Volterra operator is

$$
\begin{aligned}
& y(t)=\lambda \mathrm{e}^{N_{0}\left(t-t_{0}\right)} \gamma+ \\
& \sum_{k=1}^{\infty} \sum_{i_{1}, \ldots, i_{k}=1}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{k}} \cdots \int_{t_{0}}^{\tau_{2}} \lambda \mathrm{e}^{N_{0}\left(t-\tau_{k}\right)} N_{i_{k}} \mathrm{e}^{N_{0}\left(\tau_{k}-\tau_{k-1}\right)} \cdots \\
& N_{i_{1}} \mathrm{e}^{N_{0}\left(\tau_{1}-t_{0}\right)} \gamma u_{i_{k}}\left(\tau_{k}\right) \cdots u_{i_{1}}\left(\tau_{1}\right) d \tau_{1} \cdots d \tau_{k} .
\end{aligned}
$$

It is easily verified that $c \in \mathbb{R}_{G C}\langle\langle X\rangle\rangle$ (see Theorem 4.1), hence the operator is well defined on any $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ space. Truncating this series to first order gives the linear input-output mapping

$$
\begin{aligned}
\hat{y}(t) & =y_{0}(t)+y_{1}(t) \\
& =\lambda \mathrm{e}^{N_{0}\left(t-t_{0}\right)} \gamma+\sum_{i=1}^{m} \int_{t_{0}}^{t} \lambda \mathrm{e}^{N_{0}(t-\tau)} N_{i} \mathrm{e}^{N_{0}\left(\tau-t_{0}\right)} \gamma u_{i}(\tau) d \tau .
\end{aligned}
$$

If, in addition, $N_{0}$ and $N_{i}$ commute for each $i=1,2, \ldots, m$ then a corresponding linear state space system is

$$
\begin{aligned}
& \dot{z}=N_{0} z+\sum_{i=1}^{m} N_{i} \gamma u_{i}, \quad z\left(t_{0}\right)=\gamma \\
& \hat{y}=\lambda z
\end{aligned}
$$

### 3.5 Parallel Connections

Given two input-output systems with Fliess operator representations $F_{c}$ and $F_{d}$, it is natural in applications to interconnect them to form new and more complex systems. In this section and the two subsequent sections, three elementary types of connections are analyzed in detail: the parallel connection, the cascade connection, and the feedback connection. In each case, the following questions need to be addressed:

1. Is the composite system well-posed? That is, are the applied inputs to each subsystem well defined and admissible?
2. Does the composite system have a Chen-Fliess series representation?
3. If so, how exactly is the generating series of the composite system computed?
4. What is the nature of the convergence of the Chen-Fliess series representing the composite system? Is it divergent, locally convergent, globally convergent?
5. Finally, what can be said about the radius of convergence of the composite system if it is known to be only locally convergent? This concept will require a precise definition, but roughly speaking this will provide a more detailed characterization of the composite system's local convergence properties.

The starting point is the two parallel connections shown in Figure 3.8. Both $F_{c}$ and $F_{d}$ are driven with the same input function, $u$, and their respective outputs are either added or multiplied pointwise in time. In each case, the outputs are also combined componentwise, therefore, it is assumed throughout that both systems have the same number of outputs. These interconnections are clearly well-posed when both generating series are locally convergent in light of applying Theorem 3.1 using the growth constants $K=\max \left(K_{c}, K_{d}\right)$ and $M=\max \left(M_{c}, M_{d}\right)$. The first theorem states that both parallel connections have Chen-Fliess series representations, and the generating series is provided in each case.

Theorem 3.11 Given Fliess operators $F_{c}$ and $F_{d}$, where $c, d \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$, the parallel connections $F_{c}+F_{d}$ and $F_{c} F_{d}$ have generating series $c+d$ and $c ш d$, respectively. That is, $F_{c}+F_{d}=F_{c+d}$ and $F_{c} F_{d}=F_{c ш d}$.

Proof: For the parallel sum connection, observe that

(a) parallel connection with an adder (parallel sum)

(b) parallel connection with a multiplier (parallel product)

Fig. 3.8. Parallel system connections under consideration

$$
\begin{aligned}
F_{c}[u]+F_{d}[u] & =\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u]+\sum_{\eta \in X^{*}}(d, \eta) E_{\eta}[u] \\
& =\sum_{\eta \in X^{*}}(c+d, \eta) E_{\eta}[u] \\
& =F_{c+d}[u] .
\end{aligned}
$$

For the parallel product connection, in light of the componentwise definition of the shuffle product and Lemma 2.3, it follows that

$$
\begin{aligned}
F_{c}[u](t) F_{d}[u] & =\sum_{\eta \in X^{*}}(c, \eta) E_{\eta}[u] \sum_{\xi \in X^{*}}(d, \xi) E_{\xi}[u] \\
& =\sum_{\eta, \xi \in X^{*}}(c, \eta)(d, \xi) E_{\eta ш \xi}[u] \\
& =F_{c ш d}[u] .
\end{aligned}
$$

Example 3.11 Reconsider Example 3.3, where

$$
z(t)=\int_{0}^{t} u(\tau) d \tau, \quad y(t)=\frac{1}{1-z(t)} .
$$

The corresponding input-output equation can be shown by direct differentiation of $y$ to be

$$
\dot{y}-y^{2} u=0, \quad y(0)=1 .
$$

But since $y=F_{c}[u]$ with

$$
c=\sum_{k=0}^{\infty} k!x_{1}^{k},
$$

this equation can also be verified starting with $F_{c}$ by computing its square, which can be viewed as a parallel product connection, and then comparing the result against the time derivative $F_{c}$ found via Theorem 3.4. Specifically, $y^{2}=\left(F_{c}\right)^{2}=F_{c ш c}$, where

$$
\begin{aligned}
c \pm c & =\sum_{k, l=0}^{\infty} k!l!x_{1}^{k} ш x_{1}^{l} \\
& =\sum_{k, l=0}^{\infty} k!l!\binom{k+l}{k} x_{1}^{l+l} \\
& =\sum_{k, l=0}^{\infty}(k+l)!x_{1}^{k+l} \\
& =\sum_{k=0}^{\infty} \sum_{l=0}^{k} k!x_{1}^{k} \\
& =\sum_{k=0}^{\infty}(k+1)!x_{1}^{k} .
\end{aligned}
$$

In which case,

$$
\begin{aligned}
u y^{2} & =u \sum_{k=0}^{\infty}(k+1)!E_{x_{1}^{k}} \\
& =u F_{x_{1}^{-1}(c)}[u] \\
& =\frac{d}{d t} F_{c}[u] \\
& =\dot{y}
\end{aligned}
$$

as expected.

The next two theorems show that both $\mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and $\mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ are closed under addition and the shuffle product.

Theorem 3.12 Suppose $c, d \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ with growth constants $K_{c}$, $M_{c}>0$ and $K_{d}, M_{d}>0$, respectively. Then $c+d \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and $c ш d \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$. Specifically,

$$
\begin{equation*}
|(c+d, \nu)| \leq\left(K_{c}+K_{d}\right) M^{|\nu|}|\nu|!, \quad \forall \nu \in X^{*}, \tag{3.13}
\end{equation*}
$$

and

$$
\begin{equation*}
|(c ш d, \nu)| \leq K_{c} K_{d} M^{|\nu|}(|\nu|+1)!, \quad \forall \nu \in X^{*}, \tag{3.14}
\end{equation*}
$$

where $M=\max \left\{M_{c}, M_{d}\right\}$.
Note that since $n+1 \leq 2^{n}$ for all $n \geq 0$, equation (3.14) implies the more conventional local convergence upper bound

$$
|(c ш d, \nu)| \leq K_{c} K_{d}(2 M)^{|\nu|}|\nu|!, \quad \forall \nu \in X^{*} .
$$

Proof: The upper bound regarding $c+d$ is trivial to produce. For the shuffle product, observe that

$$
\begin{aligned}
|(c ш d, \nu)| & =\left|\sum_{k=0}^{|\nu|} \sum_{\substack{\eta \in X^{k} \\
\xi \in X^{|\nu|-k}}}(c, \eta)(d, \xi)(\eta ш \xi, \nu)\right| \\
& \leq \sum_{k=0}^{|\nu|} \sum_{\substack{\eta \in X^{k} \\
\xi \in X^{|\nu|-k}}} K_{c} M_{c}^{k} k!K_{d} M_{d}^{|\nu|-k}(|\nu|-k)!(\eta ш \xi, \nu) \\
& \leq K_{c} K_{d} M^{|\nu|} \sum_{k=0}^{|\nu|} k!(|\nu|-k)!\binom{|\nu|}{k} \\
& =K_{c} K_{d} M^{|\nu|} \sum_{k=0}^{|\nu|}|\nu|! \\
& =K_{c} K_{d} M^{|\nu|}(|\nu|+1)!
\end{aligned}
$$

(see Problem 2.4.3).

Theorem 3.13 Let $c, d \in \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ with the minimum of their Gevrey orders being $s_{c}^{*}$ and $s_{d}^{*}$, respectively. Then $c+d \in \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ and $c ш d \in \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$, and in particular, $s_{c+d}^{*} \leq \max \left(s_{c}^{*}, s_{d}^{*}\right)$ and $s_{c}^{*}{ }_{d d} \leq \max \left(s_{c}^{*}, s_{d}^{*}\right)$.

The proof for the theorem above can be found in the literature. A special case is addressed in Problem 3.5.1.

Example 3.12 Let $X=\left\{x_{0}, x_{1}\right\}$ and consider two linear series $c, d \in$ $\mathbb{R}_{G C}\langle\langle X\rangle\rangle$ with corresponding coefficients

$$
\left(c, x_{0}^{k} x_{1}\right)=C_{c} A_{c}^{k} B_{c}, \quad\left(d, x_{0}^{k} x_{1}\right)=C_{d} A_{d}^{k} B_{d}, \quad k \geq 0
$$

(see Example 3.6). Then the generating series for the parallel sum connection has coefficients

$$
\begin{aligned}
\left(c+d, x_{0}^{k} x_{1}\right) & =C_{c} A_{c}^{k} B_{c}+C_{d} A_{d}^{k} B_{d} \\
& =\left[\begin{array}{ll}
C_{c} & C_{d}
\end{array}\right]\left(\operatorname{diag}\left(A_{c}, A_{d}\right)\right)^{k}\left[\begin{array}{ll}
B_{c}^{T} & B_{d}^{T}
\end{array}\right]^{T}, \quad k \geq 0 .
\end{aligned}
$$

Since this connection produces another linear series in the same class as $c$ and $d$, the composite system is also globally convergent with $s_{c+d}^{*}=0$.

Example 3.13 Let $X_{0}=\left\{x_{0}\right\}$ and consider two series $c, d \in \mathbb{R}\left[\left[X_{0}\right]\right]$ with coefficients

$$
\left(c, x_{0}^{k}\right)=C_{c} A_{c}^{k} z_{c}, \quad\left(d, x_{0}^{k}\right)=C_{d} A_{d}^{k} z_{d}, \quad k \geq 0,
$$

where $A_{c} \in \mathbb{R}^{n_{c} \times n_{c}}, A_{d} \in \mathbb{R}^{n_{d} \times n_{d}}, C_{c}^{T}, z_{c} \in \mathbb{R}^{n_{c} \times 1} . C_{d}^{T}, z_{d} \in \mathbb{R}^{n_{d} \times 1}$. Then

$$
\begin{aligned}
\left(c ш d, x_{0}^{k}\right) & =\sum_{i, j=0}^{\infty}\left(C_{c} A_{c}^{i} z_{c}\right)\left(C_{d} A_{d}^{j} z_{d}\right)\left(x_{0}^{i} ш x_{0}^{j}, x_{0}^{k}\right) \\
& =\sum_{j=0}^{k}\left(C_{c} A_{c}^{k-j} z_{c}\right)\left(C_{d} A_{d}^{j} z_{d}\right)\binom{k}{j} \\
& =\left(C_{c} \otimes C_{d}\right)\left[\sum_{j=0}^{k}\left(A_{c}^{k-j} \otimes A_{d}^{j}\right)\binom{k}{j}\right]\left(z_{c} \otimes z_{d}\right),
\end{aligned}
$$

using Problem 2.4.5(b) and Kronecker product identity

$$
(A \otimes B)(C \otimes D)=A B \otimes C D
$$

From the definition of the Kronecker sum,

$$
A \oplus B=\left(A \otimes I_{n_{d}}\right)+\left(I_{n_{c}} \otimes B\right),
$$

it follows that

$$
(A \oplus B)^{k}=\sum_{j=0}^{k}\left(A^{k-j} \otimes B^{j}\right)\binom{k}{j}
$$

(see Problem 3.5.2). Therefore, the series $c ш d$ has coefficients

$$
\left(c ш d, x_{0}^{k}\right)=\left(C_{c} \otimes C_{d}\right)\left(A_{c} \oplus A_{d}\right)^{k}\left(z_{c} \otimes z_{d}\right), \quad k \geq 0,
$$

which is clearly globally convergent. The series $c$ and $d$ are associated with autonomous linear state space realizations $\left(A_{c}, C_{c}, z_{c}\right)$ and $\left(A_{d}, C_{d}, z_{d}\right)$, respectively. In which case, the triple $\left(A_{c} \oplus A_{d}, C_{c} \otimes\right.$ $\left.C_{d}, z_{c} \otimes z_{d}\right)$ is a linear state space realization of the input-output system $F_{c ш d}[u]$ when $u=0$.

Now that it has been shown that local and global convergence are preserved for the generating series of parallel connections, a finer convergence analysis is pursued for the local case, that is when the minimum Gevrey order is $s^{*}=1$. In Theorem 3.1 it was established that the series defining $y=F_{c}[u]$ converges on $B_{1}^{m}(R)\left[t_{0}, t_{0}+T\right]$ if $R$ and $T$ satisfy

$$
\max \{R, T\}<\frac{1}{M_{c}(m+1)} .
$$

Clearly, the smaller the geometric growth constant $M_{c}$, the larger $R$ and $T$ can be while maintaining a well defined output function $y$. It is natural to ask, therefore, whether the growth constant $M=$ $\max \left\{M_{c}, M_{d}\right\}$ found in Theorem 3.12 for the parallel connections is the smallest possible geometric growth constant for $c+d$ and $c ш d$, assuming of course that $M_{c}$ and $M_{d}$ are the smallest possible geometric growth constants for $c$ and $d$, respectively. If not, then the domains of $F_{c+d}$ and $F_{c ш d}$ are being unnecessarily restricted. To answer this question, some additional concepts and tools are needed. Let $\pi: \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}^{+} \cup\{0\}$ be the mapping which takes each series $c$ to the infimum of all geometric growth constants satisfying (3.2). Note
that since $\mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle \subset \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$, it is possible for $\pi(c)=0$. Now partition $\mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ into equivalence classes and define $1 /\left(M_{c}(m+1)\right)$ to be the radius of convergence for the class $\pi^{-1}\left(M_{c}\right)$ when $M_{c}>0$. This is in contrast to the usual situation where a radius of convergence is assigned to individual series. In practice, it is not difficult to estimate the minimal $M_{c}$ for many series either analytically or numerically, in which case, the radius of convergence for $\pi^{-1}\left(M_{c}\right)$ provides an easily computed lower bound for the radius of convergence of $c$ in the usual sense as not every coefficient of $c$ necessarily grows at the maximum rate. The specific goal here is to determine analytically this lower bound for $c+d$ and $c ш d$. The following definition is useful.

Definition 3.6 Given an alphabet $X$ and a fixed $s \in \mathbb{R}$, the maximal series having growth constants $K, M>0$ is the element in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ where each component series has the form $\bar{c}_{i}=\sum_{\eta \in X^{*}} K M^{|\eta|}(|\eta|!)^{s} \eta$. When $s=1$ the series is called locally maximal.

In the context of convergence analysis, locally maximal series represent worst case series in that every coefficient in the series is growing at its maximum possible rate. ${ }^{8}$ The following theorem from complex analysis is the main technical tool needed for the calculation.

Theorem 3.14 Let $f(z)=\sum_{n \geq 0} a_{n} z^{n} / n$ ! be an analytic function on some neighborhood of the origin in the complex plane. Suppose $z_{0} \neq 0$ is a singularity of $f$ of smallest modulus. Then for any $\epsilon>0$ there exists an integer $N \geq 0$ such that for all $n>N,\left|a_{n}\right|<\left(\left(1 /\left|z_{0}\right|\right)+\epsilon\right)^{n} n$ !. Furthermore, for infinitely many $n,\left|a_{n}\right|>\left(\left(1 /\left|z_{0}\right|\right)-\epsilon\right)^{n} n$ !.

The essence of this theorem is that the real number $1 /\left|z_{0}\right|$ is an infimum on the set of geometric growth constants bounding the magnitude of coefficients $a_{n}, n \geq 0$ of the exponential generating series for the function $f$. That is, select any $\epsilon>0$ and as shown in Figure 3.9, the coefficients will eventually be bounded by $\left(\left(1 /\left|z_{0}\right|\right)+\epsilon\right)^{n} n$ ! when $n$ is sufficiently large. Furthermore, no number smaller than $1 /\left|z_{0}\right|$ will have this property. No claim is made regarding the case where $\epsilon=0$. Finally, one can always introduce a $K>1$, if necessary, so that $\left|a_{n}\right| \leq K\left(\left(1 /\left|z_{0}\right|\right)+\epsilon\right)^{n} n!, n \geq 0$. The next lemma applies this theorem and provides the crucial insight into determining the radius of convergence for the parallel sum connection.

[^17]

Fig. 3.9. A typical growth bound for the coefficients of an exponential generating series of a function which is real analytic at $z=0$ as described in Theorem 3.14.

Lemma 3.2 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $\bar{c}$ and $\bar{d}$ be locally maximal series with growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>0$, respectively. If $\bar{b}=\bar{c}+\bar{d}$, then the sequence $\left(\bar{b}_{i}, x_{0}^{k}\right), k \geq 0$ has the exponential generating function

$$
f\left(x_{0}\right):=\sum_{k=0}^{\infty}\left(\bar{b}_{i}, x_{0}^{k}\right) \frac{x_{0}^{k}}{k!}=\frac{K_{c}}{1-M_{c} x_{0}}+\frac{K_{d}}{1-M_{d} x_{0}}
$$

for every $i=1,2, \ldots, \ell$. Moreover, the infimum of all possible geometric growth constants for $\bar{b}$ is

$$
M_{b}=\max \left\{M_{c}, M_{d}\right\} .
$$

Proof: There is no loss of generality in assuming $\ell=1$. Observe for any $\nu \in X^{n}, n \geq 0$ that

$$
(\bar{b}, \nu)=(\bar{c}, \nu)+(\bar{d}, \nu)=\left(K_{c} M_{c}^{n}+K_{d} M_{d}^{n}\right) n!.
$$

Furthermore, $(\bar{b}, \nu)=\left(\bar{b}, x_{0}^{n}\right), n \geq 0$. The key idea is that $f(t)$ is the zero-input response of $F_{\bar{b}}$. Specifically,

$$
f(t)=\sum_{k=0}^{\infty}\left(\bar{b}, x_{0}^{k} \frac{t^{k}}{k!}=F_{\bar{b}}[0]=F_{\bar{c}}[0]+F_{\bar{d}}[0]\right.
$$

$$
\begin{equation*}
=\sum_{k=0}^{\infty} K_{c} M_{c}^{k} t^{k}+\sum_{k=0}^{\infty} K_{d} M_{d}^{k} t^{k}=\frac{K_{c}}{1-M_{c} t}+\frac{K_{d}}{1-M_{d} t} . \tag{3.15}
\end{equation*}
$$

Since $f$ is analytic at the origin, by Theorem 3.14 the infimum of all geometric growth constants for the sequence $\left(\bar{b}, x_{0}^{n}\right), n \geq 0$, and thus for the entire formal power series $\bar{b}$, is determined by the location of any singularity nearest to the origin in the complex plane, say $z_{0}$. Specifically, $M_{b}=1 /\left|z_{0}\right|$, where it is easily verified from (3.15) that $z_{0}$ is the positive real number

$$
z_{0}=\frac{1}{\max \left\{M_{c}, M_{d}\right\}} .
$$

This proves the lemma.
Now the main result is given below. It confirms what was not at all obvious in Theorem 3.12, i.e., that $M_{b}=\max \left\{M_{c}, M_{d}\right\}$ is the minimum geometric growth constant for all parallel sum connections given only the geometric growth constants for the generating series of the component systems.

Theorem 3.15 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $c, d \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle /$ $\mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>0$, respectively. If $b=c+d$, then

$$
\begin{equation*}
|(b, \nu)| \leq K_{b} M_{b}^{|\nu|}|\nu|!, \quad \nu \in X^{*} \tag{3.16}
\end{equation*}
$$

for some $K_{b}>0$, where $M_{b}=\max \left\{M_{c}, M_{d}\right\}$. Furthermore, if $M_{c}$ and $M_{d}$ are minimal, then no smaller geometric growth constant can satisfy (3.16). Thus, the radius of convergence of $c+d$ is

$$
\frac{1}{M_{b}(m+1)} .
$$

Proof: First observe that for all $\nu \in X^{*}$ and $i=1,2, \ldots, \ell$

$$
\begin{aligned}
|(c+d, \nu)| & \leq|(c, \nu)|+|(d, \nu)| \\
& \leq\left(\bar{c}_{i}, \nu\right)+\left(\bar{d}_{i}, \nu\right) \\
& =\left(\bar{b}_{i}, \nu\right),
\end{aligned}
$$

where $\bar{c}, \bar{d}$ and $\bar{b}$ are defined as in Lemma 3.2. Applying this lemma, it is clear that for any $\epsilon>0$ and some $K_{b}>0$

$$
\left(\bar{b}_{i}, \nu\right) \leq K_{b}\left(M_{b}+\epsilon\right)^{|\nu|}|\nu|!, \nu \in X^{*} .
$$

Furthermore, there is no geometric growth constant smaller than $M_{b}$ since $b$ and $\bar{b}$ are in the same growth equivalence class. In this specific case, it was shown in Theorem 3.12 that the bound does apply even when $\epsilon=0$.

A similar analysis is now undertaken for the parallel product connection. The following lemma is a prerequisite.
Lemma 3.3 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $\bar{c}, \bar{d} \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ be locally maximal series with growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>$ 0 , respectively. If $\bar{b}=\bar{c} ш \bar{d}$, then the sequence $\left(\bar{b}_{i}, x_{0}^{k}\right), k \geq 0$ has the exponential generating function

$$
f\left(x_{0}\right)=\frac{K_{c} K_{d}}{\left(1-M_{c} x_{0}\right)\left(1-M_{d} x_{0}\right)}
$$

for every $i=1,2, \ldots, \ell$. Moreover, the infimum of all possible geometric growth constants for $\bar{b}$ is

$$
M_{b}=\max \left\{M_{c}, M_{d}\right\}
$$

Proof: There is no loss of generality in assuming $\ell=1$. Observe for any $\nu \in X^{n}, n \geq 0$ that

$$
\begin{align*}
(\bar{b}, \nu) & =\sum_{j=0}^{n} \sum_{\substack{\eta \in X^{j} \\
\xi \in X^{n-j}}}(\bar{c}, \eta)(\bar{d}, \xi)(\eta ш \xi, \nu) \\
& =\sum_{j=0}^{n} K_{c} M_{c}^{j} j!K_{d} M_{d}^{n-j}(n-j)!\sum_{\substack{\eta \in X^{j} \\
\xi \in X^{n-j}}}(\eta ш \xi, \nu) \\
& =\sum_{j=0}^{n} K_{c} M_{c}^{j} j!K_{d} M_{d}^{n-j}(n-j)!\binom{n}{j} \\
& =K_{c} K_{d}\left[\sum_{j=0}^{n} M_{c}^{j} M_{d}^{n-j}\right] n!. \tag{3.17}
\end{align*}
$$

Therefore, $\bar{b}$ and the sequence $\left(\bar{b}, x_{0}^{n}\right), n \geq 0$ will have the same infimum on their geometric growth constants. Next note that $f(t)$ is the zeroinput response of $F_{\bar{b}}$. Specifically,

$$
\begin{aligned}
f(t) & =\sum_{k=0}^{\infty}\left(\bar{b}_{i}, x_{0}^{k}\right) \frac{t^{k}}{k!}=F_{\bar{b}}[0]=F_{\bar{c}}[0] F_{\bar{d}}[0] \\
& =\sum_{k=0}^{\infty} K_{c} M_{c}^{k} t^{k} \sum_{k=0}^{\infty} K_{d} M_{d}^{k} t^{k}=\frac{K_{c} K_{d}}{\left(1-M_{c} t\right)\left(1-M_{d} t\right)} .
\end{aligned}
$$

Since $f$ is analytic at the origin, Theorem 3.14 is applied to compute the infimum on the geometric growth constants, namely, $M_{b}=1 /\left|z_{0}\right|$, where

$$
z_{0}=\frac{1}{\max \left\{M_{c}, M_{d}\right\}} .
$$

This proves the theorem.
Now the main convergence result for this interconnection is presented. There is one significant difference from the previous case, namely, $M_{b}$ is only an infimum on the geometric growth constants, not a minimum.

Theorem 3.16 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $c, d \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle /$ $\mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>0$, respectively. If $b=c ш d$, then for every $\epsilon>0$

$$
\begin{equation*}
|(b, \nu)| \leq K_{b}\left(M_{b}+\epsilon\right)^{|\nu|}|\nu|!, \quad \nu \in X^{*} \tag{3.18}
\end{equation*}
$$

for some $K_{b}>0$, where $M_{b}=\max \left\{M_{c}, M_{d}\right\}$. Furthermore, if $M_{c}$ and $M_{d}$ are minimal, then no smaller geometric growth constant can satisfy (3.18), and thus the radius of convergence of $c \pm d$ is

$$
\frac{1}{M_{b}(m+1)} .
$$

Proof: Assume $\ell=1$ and observe for all $\nu \in X^{*}$ that

$$
\begin{aligned}
|(c ш d, \nu)| & \leq \sum_{j=0}^{n} \sum_{\substack{\eta \in X^{j} \\
\xi \in X^{n-j}}}|(c, \eta)||(d, \xi)|(\eta ш \xi, \nu) \\
& \leq \sum_{j=0}^{n} \sum_{\substack{\eta \in X^{j} \\
\xi \in X^{n-j}}}(\bar{c}, \eta)(\bar{d}, \xi)(\eta ш \xi, \nu) \\
& =(\bar{b}, \nu),
\end{aligned}
$$



Fig. 3.10. Sample plots of $f_{\epsilon}(x)$ and $\hat{K}_{\epsilon}$.
where $\bar{b}, \bar{c}$ and $\bar{d}$ are defined as in Lemma 3.3. A direct application of this lemma gives for any $\epsilon>0$

$$
(\bar{b}, \nu) \leq K_{b}\left(M_{b}+\epsilon\right)^{|\nu|}|\nu|!, \nu \in X^{*}
$$

for some $K_{b}>0$. Furthermore, $\left(\bar{b}, x_{0}^{n}\right), n \geq 0$ can not be bounded by any smaller geometric growth constant. Thus, the theorem is proved.

Since the exponential generating functions in Lemma 3.2 and Lemma 3.3 have identical sets of singularities, the parallel sum and parallel product connections must have the same radii of convergence. But as indicated early, their behavior exactly at the boundary of the region of convergence is different. Specifically, the parallel sum connection is well defined at the boundary, while the parallel product connection is not. To see this, set $M=M_{c}=M_{d}$ in the proof of Lemma 3.3 and define $M_{\epsilon}=M(1+\epsilon)$ with $\epsilon>0$. If there exists a $K_{b}$ such that $(\bar{b}, \nu) \leq K_{b} M^{|\nu|}|\nu|$ ! for all $\nu \in X^{*}$, then necessarily

$$
\sup _{\nu \in X^{*}} \frac{(\bar{b}, \nu)}{M|\nu|!} \leq K_{b}<\infty .
$$

From (3.17) it follows directly that

(a) Wiener-Fliess system

(b) cascade connection of two Fliess operators

Fig. 3.11. Cascade system connections

$$
\sup _{\nu \in X^{*}} \frac{(\bar{b}, \nu)}{M_{\epsilon}|\nu|!}=K_{c} K_{d} \sup _{\nu \in X^{*}} \frac{|\nu|+1}{(1+\epsilon)^{|\nu|}}=K_{c} K_{\epsilon},
$$

where $K_{\epsilon}:=\sup _{\nu \in X^{*}}(|\nu|+1) /(1+\epsilon)^{|\nu|}$. An upper bound for $K_{\epsilon}$ is found by showing that $f_{\epsilon}(x)=(x+1) /(1+\epsilon)^{x}$ has a single maximum at $x_{\epsilon}^{*}=(1 / \log (1+\epsilon))-1>0$ when $0<\epsilon \leq \mathrm{e}-1$. Therefore,

$$
K_{\epsilon} \leq \hat{K}_{\epsilon}:=f_{\epsilon}\left(x_{\epsilon}^{*}\right)=\mathrm{e}^{-1} \frac{1+\epsilon}{\log (1+\epsilon)} .
$$

In this case, the upper bound is tight (see Figure 3.10). For $\epsilon>\mathrm{e}-$ 1, $K_{\epsilon}=1$ and $\hat{K}_{\epsilon}>1$, and thus this upper bound is conservative. In addition, since $K_{\epsilon}$ becomes unbounded as $\epsilon$ vanishes, this parallel product connection is not well defined directly on the boundary of the region of convergence.

### 3.6 Cascade Connections

A cascade or series connection is an interconnection where the output of one system is passed to the input of another system. Two examples of cascade connections are shown in Figure 3.11. The Wiener-Fliess system is a generalization of the classical Wiener system, where the linear operator in the first (left-most) system is replaced by a Fliess operator (see Example 3.3). The cascade of two Fliess operators is an interconnection of two dynamical systems. The Wiener-Fliess system is not a special case of such an interconnection since in general Fliess
operators are not memoryless $\left(F_{c_{0}}[u](t)=c_{0} \in \mathbb{R}\right.$ for all $u$ and $t$ being the only exception). Therefore, the underlying algebraic structures describing these two types of cascade are distinct.

As with the parallel connections, the same set of five basic questions needs to be addressed. Consider first, as an example, the well-posedness of the cascade connection of two Fliess operators with $m=\ell$. The main issue is whether the output of the first system $v$ is an admissible input to the second system $F_{c}$. This is most easily handled by applying Theorem 3.2 twice, once for $v=F_{d}[u]$ and once for $y=F_{c}[v]$. Specifically, set $M=\max \left\{M_{c}, M_{d}\right\}$ and select $R_{c}, R_{d}$, and $T$ such that

$$
\begin{aligned}
& R_{1, c}:=\max \left\{R_{c} T^{1 / p}, T\right\}<\frac{1}{(m+1) M} \\
& R_{1, d}:=\max \left\{R_{d} T^{1 / q}, T\right\}<\frac{1}{(m+1) M}
\end{aligned}
$$

In which case, operators $F_{c}$ and $F_{d}$ converge on $[0, T]$ provided $u \in$ $B_{p}\left(R_{d}\right)[0, T]$ and $v \in B_{q}\left(R_{c}\right)[0, T]$. Their corresponding outputs must reside in $B_{p}\left(S_{c}\right)[0, T]$ and $B_{q}\left(S_{d}\right)[0, T]$, respectively, where

$$
\begin{aligned}
S_{c} & =\frac{K_{c} T^{1 / p}}{1-(m+1) M R_{1, c}} \\
S_{d} & =\frac{K_{d} T^{1 / q}}{1-(m+1) M R_{1, d}} .
\end{aligned}
$$

Therefore, the output of $F_{d}$ will be an admissible input for $F_{c}$ whenever $B_{q}\left(S_{d}\right)[0, T] \subseteq B_{q}\left(R_{c}\right)[0, T]$. That is, when

$$
\frac{K_{d} T^{1 / q}}{1-(m+1) M R_{1, d}} \leq R_{c}
$$

Observe that if this is not the case, then $T$ can always be decreased to produce this condition. Hence, this cascade connection can always well-posed. A similar argument can be given for Wiener-Fliess systems.

Determining whether a cascade system has a Chen-Fliess series representation and what are the convergence properties of the composite system requires much more work. The first two theorems below state that for each case shown in Figure 3.11 the cascade system does have a Chen-Fliess series representation, and an explicit expression is given for its generating series using composition products as described in Section 2.7.
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Theorem 3.17 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ and $\tilde{X}=\left\{\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{\tilde{m}}\right\}$. Given a Fliess operator $F_{d}, d \in \mathbb{R}_{L C}^{\tilde{m}}\langle\langle X\rangle\rangle$ and a function $f_{c}: \mathbb{R}^{\tilde{m}} \rightarrow$ $\mathbb{R}^{\ell}$ with generating series $c \in \mathbb{R}_{L C}^{\ell}[[\tilde{X}]]$ at $z=(d, \emptyset)$, namely,

$$
f_{c}(z)=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{(z-(d, \emptyset))^{\tilde{\eta}}}{\tilde{\eta}!}
$$

the cascade connection $f_{c} \circ F_{d}$ has the generating series in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$

$$
c \circ d:=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{(d-(d, \emptyset))^{ш \tilde{\eta}}}{\tilde{\eta}!} .
$$

That is, $f_{c} \circ F_{d}=F_{c o d}$.
Proof: The proof follows from elementary properties of the shuffle product. Defining the proper series $\tilde{d}:=d-(d, \emptyset)$, observe that

$$
\begin{aligned}
f_{c} \circ F_{d}[u] & =\left.\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{(z-(d, \emptyset))^{\tilde{\eta}}}{\tilde{\eta}!}\right|_{z=F_{d}[u]} \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{\left(F_{d}[u]-F_{(d, \emptyset)}[u]\right)^{\tilde{\eta}}}{\tilde{\eta}!} \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}} \frac{(c, \tilde{\eta})}{\tilde{\eta}!}\left(F_{\tilde{d}}[u]\right)^{\tilde{\eta}} .
\end{aligned}
$$

If $\tilde{\eta}=\tilde{x}_{i_{k}} \cdots \tilde{x}_{i_{1}}$ then

$$
\begin{aligned}
f_{c} \circ F_{d}[u] & =\sum_{\tilde{\eta} \in \tilde{X}^{*}} \frac{(c, \tilde{\eta})}{\tilde{\eta}!} F_{\tilde{d}_{i_{k}}}[u] F_{\tilde{d}_{i_{k-1}}}[u] \cdots F_{\tilde{d}_{i_{1}}}[u] \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}} \frac{(c, \tilde{\eta})}{\tilde{\eta}!} F_{\tilde{d}_{i_{k}}} \amalg \tilde{d}_{i_{k-1}} \cdots ш \tilde{d}_{i_{1}}[u] \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}} \frac{(c, \tilde{\eta})}{\tilde{\eta}!} F_{\tilde{d} \amalg \tilde{\eta}}[u] \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}} \frac{(c, \tilde{\eta})}{\tilde{\eta}!}\left[\sum_{\eta \in X^{*}}(\tilde{d} \amalg \tilde{\eta}, \eta) E_{\eta}[u]\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\eta \in X^{*}}\left[\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{(\tilde{d} \omega \tilde{\eta}, \eta)}{\tilde{\eta}!}\right] E_{\eta}[u] \\
& =\sum_{\eta \in X^{*}}(c \circ d, \eta) E_{\eta}[u] \\
& =F_{c \circ d}[u] .
\end{aligned}
$$

Recall that the properness of $\tilde{d}$ ensures that $c \circ d$ is a well defined series in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ (see Theorem 2.12).

Example 3.14 Consider a Wiener system where $f_{c}(z)=K /(1-M z)$ for some $K, M>0$ and $F_{d}[u]=\sum_{i=0}^{m} E_{x_{i}}[u]$. This is a modest generalization of the system in Example 3.3. Here $\tilde{X}=\left\{\tilde{x}_{1}\right\}$ and $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ such that $c=\sum_{k \geq 0} K M^{k} k!\tilde{x}_{1}^{k}$, and $d$ is the proper polynomial char $(X)$. Then $f_{c} \circ F_{d}=F_{c o d}$ with

$$
\begin{aligned}
c \circ d & =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \frac{d^{ш} \tilde{\eta}}{\tilde{\eta}!}=\sum_{k=0}^{\infty} K M^{k} k!\frac{(\operatorname{char}(X))^{ш k}}{k!} \\
& =\sum_{k=0}^{\infty} K M^{k} k!\operatorname{char}\left(X^{k}\right)=\sum_{\eta \in X^{*}} K M^{|\eta|}|\eta|!\eta,
\end{aligned}
$$

where the identity in Problem 2.4.6(b) has been used. Therefore, a locally maximal series is the generating series for the Wiener system $y=K /\left(1-M E_{\operatorname{char}(X)}[u]\right)$.

Next, the generating series for the cascade connection of two Fliess operators is described.

Theorem 3.18 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ and $\tilde{X}=\left\{\tilde{x}_{0}, \tilde{x}_{1}, \ldots, \tilde{x}_{\tilde{m}}\right\}$. Given Fliess operators $F_{c}$ and $F_{d}$, where $c \in \mathbb{R}_{L C}^{\tilde{\ell}}\langle\langle\tilde{X}\rangle\rangle$ and $d \in$ $\mathbb{R}_{L C}^{\tilde{m}}\langle\langle X\rangle\rangle$, the cascade connection $F_{c} \circ F_{d}$ has the generating series in $\mathbb{R}^{\tilde{\ell}}\langle\langle X\rangle\rangle$

$$
c \circ d=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) \psi_{d}(\tilde{\eta})(\mathbf{1}),
$$

where $\psi_{d}$ is the continuous (in the ultrametric sense) algebra homomorphism from $\mathbb{R}\langle\langle\tilde{X}\rangle\rangle$ into $\operatorname{End}(\mathbb{R}\langle\langle X\rangle\rangle)$ uniquely specified by

$$
\psi_{d}\left(\tilde{x}_{i} \tilde{\eta}\right)=\psi_{d}\left(\tilde{x}_{i}\right) \bullet \psi_{d}(\tilde{\eta}), \quad \tilde{x}_{i} \in \tilde{X}, \quad \tilde{\eta} \in \tilde{X}^{*}
$$

using the family of mappings

$$
\begin{aligned}
\psi_{d}\left(\tilde{x}_{i}\right) & : \mathbb{R}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}\langle\langle X\rangle\rangle \\
& : e \mapsto x_{0}\left(d_{i} ш e\right),
\end{aligned}
$$

$i=0,1, \ldots, \tilde{m}$. Here $d_{0}:=\mathbf{1}$, and $\psi_{d}(\emptyset)$ denotes the identity map on $\mathbb{R}\langle\langle X\rangle\rangle$. That is, $F_{c} \circ F_{d}=F_{c \circ d}$.

Proof: It is first shown by induction on the length of the word $\tilde{\eta} \in \tilde{X}^{*}$ that $E_{\tilde{\eta}} \circ F_{d}=F_{\tilde{\eta} \circ d}$ for any $d \in \mathbb{R}^{\tilde{m}}\langle\langle X\rangle\rangle$. Trivially,

$$
\left(E_{\emptyset} \circ F_{d}\right)[u]=E_{\emptyset}\left[F_{d}[u]\right]=E_{\emptyset}[u]=F_{\psi_{d}(\emptyset)(\mathbf{1})}[u] .
$$

Now assume that the claim holds for words $\tilde{\eta}$ up to length $k$. Then for any $\tilde{x}_{i} \in \tilde{X}$ observe that

$$
\begin{aligned}
E_{\tilde{x}_{i} \tilde{\eta}}\left[F_{d}[u]\right]\left(t, t_{0}\right) & =\int_{t_{0}}^{t} F_{d_{i}}[u](\tau) E_{\tilde{\eta}}\left[F_{d}[u]\right]\left(\tau, t_{0}\right) d \tau \\
& =F_{x_{0}\left(d_{i} ш \psi_{d}(\tilde{\eta})(\mathbf{1})\right)}[u](t) \\
& =F_{\psi_{d}\left(\tilde{x}_{i} \tilde{\eta}\right)(\mathbf{1})}[u](t) .
\end{aligned}
$$

Thus, the identity in question holds for every $\tilde{\eta} \in \tilde{X}^{*}$. Finally,

$$
\begin{aligned}
\left(F_{c} \circ F_{d}\right)[u] & =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) E_{\tilde{\eta}}\left[F_{d}[u]\right]=\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta}) F_{\psi_{d}(\tilde{\eta})(\mathbf{1})}[u] \\
& =\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta})\left[\sum_{\nu \in X^{*}}\left(\psi_{d}(\tilde{\eta})(\mathbf{1}), \nu\right) E_{\nu}[u]\right] \\
& =\sum_{\nu \in X^{*}}\left[\sum_{\tilde{\eta} \in \tilde{X}^{*}}(c, \tilde{\eta})\left(\psi_{d}(\tilde{\eta})(\mathbf{1}), \nu\right)\right] E_{\nu}[u] \\
& =\sum_{\nu \in X^{*}}(c \circ d, \nu) E_{\nu}[u] \\
& =F_{c \circ d}[u] .
\end{aligned}
$$

Example 3.15 In the case of linear time-invariant systems, there are two approaches to describing the cascade connection of $F_{c}$ and $F_{d}$. In the context of linear system theory, each system can be uniquely
identified in terms of its impulse response, $h_{c}(t)=\sum_{i \geq 0}\left(c, x_{0}^{i} x_{1}\right) t^{i} / i$ ! and $h_{d}(t)=\sum_{i \geq 0}\left(d, x_{0}^{i} x_{1}\right) t^{i} / i$ !, respectively. The cascade connection is then characterized by the convolution product:

$$
\begin{aligned}
\left(h_{c} * h_{d}\right) & (t) \\
& =\int_{0}^{t} h_{c}(t-\tau) h_{d}(\tau) d \tau \\
& =\int_{0}^{t} \sum_{i, j=0}^{\infty}\left(c, x_{0}^{i} x_{1}\right) \frac{(t-\tau)^{i}}{i!}\left(d, x_{0}^{j} x_{1}\right) \frac{\tau^{j}}{j!} d \tau \\
& =\sum_{i, j=0}^{\infty}\left(c, x_{0}^{i} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right) \frac{1}{i!j!} \int_{0}^{t}(t-\tau)^{i} \tau^{j} d \tau \\
& \left.=\sum_{i, j=0}^{\infty}\left(c, x_{0}^{i} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right) \frac{1}{i!j!} \sum_{k=0}^{i}\binom{i}{k}(-1)^{k} t^{i-k}\right]_{0}^{t} \tau^{k+j} d \tau \\
& =\sum_{i, j=0}^{\infty}\left(c, x_{0}^{i} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right) \frac{t^{i+j+1}}{i!j!}\left[\sum_{k=0}^{i}\binom{i}{k}(-1)^{k} \frac{1}{k+j+1}\right] \\
& =\sum_{i, j=0}^{\infty}\left(c, x_{0}^{i} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right) \frac{t^{i+j+1}}{(i+j+1)!} \\
& =\sum_{k=1}^{\infty}\left[\sum_{j=0}^{k-1}\left(c, x_{0}^{k-j-1} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right)\right] \frac{t^{k}}{k!} \\
& =\sum_{k=1}^{\infty}\left(c \circ d, x_{0}^{k} x_{1}\right) \frac{t^{k}}{k!} \\
& =h_{c o d}(t)
\end{aligned}
$$

where the following identity for integer sequences has been used,

$$
\begin{equation*}
\sum_{k=0}^{i}\binom{i}{k}(-1)^{k} \frac{1}{k+j+1}=\frac{i!j!}{(i+j+1)!}, \quad i \geq 0 \tag{3.19}
\end{equation*}
$$

(see Problem 3.6.1), as well as the formula for the composition product of two linear series as computed in Example 2.33.

A second approach is to use Theorem 3.18 directly. In which case one first needs to determine the generating series for each subsystem. Following the discussion in Section 1.3, recall that

$$
\begin{aligned}
F_{c}[u](t) & =\int_{0}^{t} h_{c}(t-\tau) u(\tau) d \tau \\
& =\sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{1}\right) \int_{0}^{t} \frac{(t-\tau)^{k}}{k!} u(\tau) d \tau \\
& =\sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{1}\right) E_{x_{0}^{k} x_{1}}[u](t),
\end{aligned}
$$

and likewise for $F_{d}$. Thus, $F_{c} \circ F_{d}=F_{c o d}$, where the definition of the composition product gives

$$
\left(c \circ d, x_{0}^{k} x_{1}\right)=\sum_{j=0}^{k-1}\left(c, x_{0}^{k-j-1} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right), k \geq 0 .
$$

as the only nonzero coefficients of $c \circ d$. Therefore, reversing the steps above,

$$
F_{c o d}[u](t)=\int_{0}^{t} h_{c o d}(t-\tau) u(\tau) d \tau
$$

as expected.

Example 3.16 Consider the cascade of $F_{c}$ and $F_{d}$, where $c=\sum_{k \geq 0} k!x_{1}^{k}$ and $d=x_{1}$. Using the identity in Problem 2.7.7(a), it follows that

$$
c \circ d=\sum_{k=0}^{\infty} k!x_{1}^{k} \circ x_{1}=\sum_{k=0}^{\infty}\left(x_{0} x_{1}\right)^{ш k} .
$$

Therefore,

$$
\begin{aligned}
F_{c o d}[u] & =\sum_{k=0}^{\infty} E_{\left(x_{0} x_{1}\right) \omega_{k}}[u]=\sum_{k=0}^{\infty} E_{x_{0} x_{1}}^{k}[u] \\
& =\frac{1}{1-E_{x_{0} x_{1}}[u]} .
\end{aligned}
$$

This can be viewed as another generalization of the Wiener system in Example 3.3, where the single integrator is replaced with a double integrator. (See also Problem 3.6.4.)

Suppose the operator $F_{c}$ is given with $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$, and one wants to explicitly compute the output $y=F_{c}[u]$ on some interval $\left[t_{0}, t_{0}+T\right]$ corresponding to a specific input $u$ which is real analytic at $t=t_{0}$. In light of Theorem 3.6, $y$ must be real analytic at $t=t_{0}$. So it suffices to compute its generating series, $c_{y} \in \mathbb{R}_{L C}^{\ell}\left[\left[X_{0}\right]\right]$, where $X_{0}=\left\{x_{0}\right\}$. The theorem below provides an explicit formula for this series.

Theorem 3.19 Consider an operator $F_{c}$ with $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$. Select any input $u$ which is real analytic at $t=t_{0}$ and has generating series $c_{u} \in \mathbb{R}_{L C}^{m}\left[\left[X_{0}\right]\right]$. Then the output function $y=F_{c}[u]$ is also real analytic at $t=t_{0}$ and has the generating series $c_{y}=c \circ c_{u} \in \mathbb{R}_{L C}^{\ell}\left[\left[X_{0}\right]\right]$.

Proof: Only the claim regarding the generating series for $c_{y}$ remains to be shown. Observe that for any admissible $v \in B_{\mathfrak{p}}^{m}(R)\left[t_{0}, t_{0}+T\right]$

$$
F_{c_{y}}[v]=y=F_{c}[u]=F_{c}\left[F_{c_{u}}[v]\right]=F_{c o c_{u}}[v] .
$$

Applying Theorem 3.5 gives directly that $c_{y}=c \circ c_{u}$. Note, however, that the input $v$ is just a dummy argument since both generating series $c_{u}$ and $c_{y}$ have no input letters $x_{i}, i \neq 0$, and thus, their corresponding Fliess operators do not depend on $v$.

In Section 3.8, the mapping $c_{u} \mapsto c \circ c_{u}$ will serve as the definition of a formal Fliess operator with generating series $c$. Since it has been established that this composition is always well defined (via Theorem 2.11), convergence assumptions play no role in this setting. But when they are available, the formal Fliess operator and the convergent Fliess operator coincide, which explains why the convergence assumptions made at the beginning of this section did not play a direct role in the algebraic analysis.

Example 3.17 Consider the casual linear integral operator

$$
y(t)=\int_{0}^{t} h(t-\tau) u(\tau) d \tau
$$

where the kernel function $h$ is real analytic at $t=0$. Then $y=F_{c}[u]$ with $\left(c, x_{0}^{k} x_{1}\right)=h^{(k)}(0), k \geq 0$ and zero otherwise. If $u(t)=$ $\sum_{k \geq 0}\left(c_{u}, x_{0}^{k}\right) t^{k} / k!$, then it follows that $y(t)=\sum_{n \geq 0}\left(c_{y}, x_{0}^{n}\right) t^{n} / n!$, where

$$
\begin{aligned}
c_{y} & =c \circ c_{u}=\sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{1}\right) x_{0}^{k} x_{1} \circ c_{u} \\
& =\sum_{k=0}^{\infty}\left(c, x_{0}^{k} x_{1}\right) x_{0}^{k+1} c_{u} .
\end{aligned}
$$

Therefore,

$$
\left(c_{y}, x_{0}^{n}\right)=\sum_{k=0}^{n-1}\left(c, x_{0}^{k} x_{1}\right)\left(c_{u}, x_{0}^{n-1-k}\right), \quad n \geq 1,
$$

which is the same convolution sum produced in Examples 2.5, 2.33, and 3.15.

Example 3.18 Reconsider the Wiener system in Example 3.3, where it was shown that the input-output mapping $u \mapsto y=F_{c}[u]$ has the generating series $c=\sum_{k \geq 0} k!x_{1}^{k}$. If $u(t)=t^{n} / n!, t \geq 0$ then clearly $c_{u}=x_{0}^{n}$. From Theorem 3.19 and the identities in Problems 2.4.5(d) and 2.7.7(a) it follows that

$$
c_{y}=\sum_{k=0}^{\infty} k!x_{1}^{k} \circ x_{0}^{n}=\sum_{k=0}^{\infty}\left(x_{0}^{n+1}\right)^{ш k}=\sum_{k=0}^{\infty} \frac{((n+1) k)!}{((n+1)!)^{k}} x_{0}^{(n+1) k} .
$$

Consequently, the output response is

$$
y(t)=\sum_{k=0}^{\infty} \frac{((n+1) k)!}{((n+1)!)^{k}} \frac{t^{(n+1) k}}{((n+1) k)!}=\sum_{k=0}^{\infty} \frac{t^{(n+1) k}}{((n+1)!)^{k}}=\frac{1}{1-\frac{t^{n+1}}{(n+1)!}}
$$

on the interval $\left[0,((n+1)!)^{1 / n+1}\right)$.

Next convergence properties are considered. For both cascade connections, it is claimed that local and global convergence are preserved in the sense that if each subsystem has a locally (globally) generating series then the Fliess operator representation of the cascaded system is locally (globally) convergent. The radius of convergence is also given for the case where the generating series for the component systems are only locally convergent. The proofs of these results are quite technical, so they will be left to the literature. In the global case, no claim will
be made about the growth rate of the generating series of a composite system. It turns out that the composite system, as suggested by Example 3.8, can be globally convergent without its generating series being globally convergent as currently defined. This is not entirely unexpected as coefficient growth rates were never shown to be a necessary condition for any notion of operator convergence.

The main results for the Wiener-Fliess system are given first. As discussed in Section 1.1, for any analytic function $f: \mathbb{R}^{\tilde{m}} \rightarrow \mathbb{R}^{\tilde{\ell}}$ with generating series $c \in \mathbb{R}^{\ell}[[\tilde{X}]]$, the multivariable Cauchy integral formula provides that there exist real numbers $K_{c}, M_{c}>0$ such that

$$
|(c, \tilde{\eta})| \leq K_{c} M_{c}^{|\tilde{\eta}|}|\tilde{\eta}|!, \quad \tilde{\eta} \in \tilde{X}^{*} .
$$

Analogous to the noncommutative case, the set of all locally convergent series in $\mathbb{R}^{\tilde{\ell}}[[\tilde{X}]]$ will be denoted by $\mathbb{R}_{L C}^{\tilde{\ell}}[[\tilde{X}]]$ and likewise for globally convergent series.
Theorem 3.20 Suppose $c \in \mathbb{R}_{L C}^{\tilde{\ell}}[[\tilde{X}]] / \mathbb{R}_{G C}^{\tilde{\ell}}[[\tilde{X}]]$ and $d \in \mathbb{R}_{L C}^{\tilde{m}}\langle\langle X\rangle\rangle /$ $\mathbb{R}_{G C}^{\tilde{m}}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>0$, respectively. If $b=c \circ d$, then for every $\epsilon>0$

$$
\begin{equation*}
|(b, \nu)| \leq K_{b}\left(M_{b}+\epsilon\right)^{|\nu|}|\nu|!, \quad \nu \in X^{*} \tag{3.20}
\end{equation*}
$$

for some $K_{b}>0$, where

$$
M_{b}=\left(1+\tilde{m} M_{c} K_{d}\right) M_{d} .
$$

Furthermore, if $M_{c}, K_{d}$ and $M_{d}$ are minimal, then no geometric growth constant smaller than $M_{b}$ can satisfy (3.20), and thus, the radius of convergence of $b=c \circ d$ is

$$
\frac{1}{\left(1+\tilde{m} M_{c} K_{d}\right) M_{d}(m+1)} .
$$

Example 3.19 Reconsider a Wiener system in Example 3.14, where $f_{c}(z)=1 /(1-z)$ and $F_{d}[u]=\sum_{i=0}^{m} E_{x_{i}}[u]$. Clearly, $c$ is a locally maximal series with $K_{c}=M_{c}=1$. On the other hand, $d$ is locally convergent, but has no coefficient growth after a certain point. The growth constants $K_{d}, M_{d}$ can therefore be selected in any manner such that $K_{d} M_{d}=1$. In this case, Theorem 3.20 gives $M_{b}=1+\epsilon, \epsilon>0$, which is consistent with the series $c \circ d$ computed in this example.


Fig. 3.12. Zero-input response of the cascade system $F_{c o d}$ in Example 3.20.

Example 3.20 Consider a Wiener-Fliess system where $\tilde{X}=\left\{\tilde{x}_{1}\right\}$, $X=\left\{x_{0}, x_{1}\right\}, c=\sum_{k \geq 0} k!\tilde{x}_{1}^{k}$, and $d=\sum_{\eta \in X^{*}}|\eta|!\eta$. Then $f_{c}(z)=$ $1 /(1-(z-1))=1 /(2-z)$ (since $(d, \emptyset)=1)$, and from Example 3.14 $F_{d}[u]=1 /\left(1-E_{x_{0}+x_{1}}[u]\right)$. The composite system is therefore

$$
F_{c o d}=f_{c}\left(F_{d}[u]-1\right)=\frac{1-E_{x_{0}+x_{1}}[u]}{1-2 E_{x_{0}+x_{1}}[u]} .
$$

The zero-input response is clearly $y=(1-t) /(1-2 t)$ as shown in Figure 3.12. The presence of a finite escape time at $t_{\text {esc }}=0.5$ implies that $M_{b}=1 / t_{\text {esc }}=2$. This is consistent with the radius of convergence given in Theorem 3.20 with $m=0$ since both $c$ and $d$ are locally maximal series for the class of series with the growth rate corresponding to $K_{c}=M_{c}=K_{d}=M_{d}=1$.

As a side note, the existence of a finite escape time could have been predicted as a result of what is called Pringsheim's Theorem. Let $y(z)=\sum_{n \geq 0} b_{n} z^{n} / n$ ! be a function that is analytic at the origin of the complex plane with a radius of convergence $R>0$. The theorem
states that if each $b_{n} \geq 0$, then the point $z=R$ is a real singularity of $y$. Such a condition applies for any cascade of two maximal series. Therefore, when $y$ is restricted to $\mathbb{R}$, it must have a finite escape time. Contrast this behavior to that of $y(t)=1 /\left(1+t^{2}\right)$, which has no real singularities (recall Problem 1.1.1). In this case, $y$ has the Taylor series $y(t)=\sum_{k \geq 0}\left(-t^{2}\right)^{k}$ at $t=0$ with a finite radius $R=1$. But clearly Pringsheim's Theorem does not apply.

The Wiener-Fliess system comprised of two globally convergent subsystems is considered next.

Theorem 3.21 A Wiener-Fliess system where each subsystem has a generating series satisfying the global growth rate (3.11) has a radius of convergence equal to infinity. Hence, the output of such a system is always well defined over any finite interval of time when its input $u \in L_{1, e}^{m}\left(t_{0}\right)$.

It was pointed out in Example 3.8 that the growth condition (3.11) is not a necessary condition for a Fliess operator to converge globally. The following example illustrates how this issue arises for a WienerFliess system.

Example 3.21 Consider a Wiener-Fliess system where $\tilde{X}=\left\{\tilde{x}_{1}\right\}$, $X=\left\{x_{0}, x_{1}\right\}, c=\sum_{k \geq 0} K_{c} M_{c}^{k} \tilde{x}_{1}^{k}$, and $d=\sum_{\eta \in X^{*}} K_{d} M_{d}^{|\eta|} \eta$. A calculation analogous to the one given in Example 3.14 yields $f_{c}(z)=K_{c}$ $\exp \left(M_{c} z\right)$ and $F_{d}[u]=K_{d} \exp \left(M_{d} E_{x_{0}+x_{1}}[u]\right)$. Therefore, the cascaded system is

$$
y=F_{c o d}[u]=K_{c} \exp \left(M_{c} K_{d} \exp \left(M_{d} E_{x_{0}+x_{1}}[u]\right)\right),
$$

so that the zero-input response when $K_{c}=\mathrm{e}^{-1}$ and $M_{c}=K_{d}=M_{d}=$ 1 is $y(t)=\mathrm{e}^{\mathrm{e}^{t}-1}$. That is, $\left(c \circ d, x_{0}^{n}\right)=B_{n}, n \geq 0$, where $B_{n}, n \geq 0$, are the Bell numbers as described in Example 3.8. Thus, $c \circ d$ can not have Gevrey order less one, i.e., $s^{*}=1$, even though by Theorem 3.21 the operator $F_{c o d}$ must be globally convergent.

An interesting fact about the Bell numbers is that their asymptotic behavior is described by

$$
B_{n} \sim n^{-\frac{1}{2}}(\lambda(n))^{n+\frac{1}{2}} \mathrm{e}^{\lambda(n)-n-1}
$$



Fig. 3.13. Branches $W_{0}(x)$ and $W_{-1}(x)$ of the Lambert $W$-function.
where $\lambda(n)=n / W(n)$, and $W(n)$ denotes the Lambert $W$-function. The Lambert $W$-function is a multivalued function defined by the branches $W_{k}, k \in \mathbb{Z}$ of the inverse relation of the function

$$
g(z)=z \exp (z) \quad z \in \mathbb{C} .
$$

Here $W(x):=W_{0}(x)$ denotes the principal branch as shown in Figure 3.13 along with the branch $W_{-1}(x)$. This function often appears explicitly whenever cascade structures are present. This will be the case, for example, when two Fliess operators are cascaded as addressed next.

Consider next the interconnection of two Fliess operators whose generating series are only locally convergent. The theorem below states that the cascade system is also only locally convergent, and the radius of convergence is given.
Theorem 3.22 Suppose $c \in \mathbb{R}_{L C}^{\tilde{\ell}}\langle\langle\tilde{X}\rangle\rangle / \mathbb{R}_{G C}^{\tilde{\ell}}\langle\langle\tilde{X}\rangle\rangle$ and $d \in \mathbb{R}_{L C}^{\tilde{m}}\langle\langle X\rangle\rangle /$ $\mathbb{R}_{G C}^{\tilde{m}}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>0$, respec-
tively. If $b=c \circ d$, then for every $\epsilon>0$

$$
\begin{equation*}
|(b, \nu)| \leq K_{b}\left(M_{b}+\epsilon\right)^{|\nu|}|\nu|!, \quad \nu \in X^{*} \tag{3.21}
\end{equation*}
$$

for some $K_{b}>0$, where

$$
M_{b}=\frac{M_{d}}{1-\tilde{m} K_{d} W\left(\frac{1}{\tilde{m} K_{d}} \exp \left(\frac{M_{c}-M_{d}}{\tilde{m} M_{c} K_{d}}\right)\right)} .
$$

Furthermore, if $M_{c}, K_{d}$ and $M_{d}$ are minimal, then no smaller geometric growth constant can satisfy (3.21), and thus, the radius of convergence for $b=c \circ d$ is

$$
\frac{1}{M_{d}(m+1)}\left[1-\tilde{m} K_{d} W\left(\frac{1}{\tilde{m} K_{d}} \exp \left(\frac{M_{c}-M_{d}}{\tilde{m} M_{c} K_{d}}\right)\right)\right] .
$$

Example 3.22 Let $X=\left\{x_{0}, x_{1}\right\}$ and $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ such that $M=$ $M_{c}=M_{d}$. Using a series expansion about $K_{d}=\infty$ it follows that

$$
\begin{aligned}
M_{b} & =\frac{M}{1-K_{d} W\left(1 / K_{d}\right)} \\
& =\left(\frac{3}{2}+K_{d}+O\left(\frac{1}{K_{d}}\right)\right) M \\
& \approx K_{d} M
\end{aligned}
$$

when $K_{d} \gg 1$. On the other hand, if $K_{d}=1$ then $M_{b}=(1-$ $W(1))^{-1} M=2.3102 M$.

Example 3.23 Consider the linear series $c=\sum_{n>0}\left(c, x_{0}^{n} x_{1}\right) x_{0}^{n} x_{1}$ and $d=\sum_{n \geq 0}\left(d, x_{0}^{n} x_{1}\right) x_{0}^{n} x_{1}$ in $\mathbb{R}_{L C}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>$ 0 and $\overline{K_{d}}, M_{d}>0$, respectively. From the calculation in Example 3.15, it is apparent that

$$
\begin{aligned}
\left|\left(c \circ d, x_{0}^{k} x_{1}\right)\right| & =\left|\sum_{j=0}^{k-1}\left(c, x_{0}^{k-1-j} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right)\right| \\
& \leq \sum_{j=0}^{k-1}\left(K_{c} M_{c}^{k-j}(k-j)!\right)\left(K_{d} M_{d}^{j+1}(j+1)!\right) \\
& =K_{c} K_{d} M^{k+1}\left[\sum_{j=0}^{k-1}\binom{k+1}{j+1}^{-1}\right](k+1)!
\end{aligned}
$$

$$
=K_{c} K_{d} M^{k+1}\left[\sum_{j=1}^{k}\binom{k+1}{j}^{-1}\right](k+1)!,
$$

where $M=\max \left\{M_{c}, M_{d}\right\}$ and assuming the convention $\sum_{i=j}^{k} a_{i}=0$ when $k<j$. Applying the combinatorial inequality $\sum_{k=1}^{n-1}\binom{n}{k}^{-1}<1$, $n \geq 2$ (see Problem 3.6.6), it follows directly that

$$
|(c \circ d, \nu)|<K_{c} K_{d} M^{|\nu|}|\nu|!, \quad \nu \in X^{*} .
$$

For the case where $K_{c}=K_{d}=1$ and $M_{c}=M_{d}$, it evident that $M_{b}=$ $M$, which is an improvement over the more general case described in the previous example. That is, using the specific structure of $c$ and $d$, a smaller geometric growth constant can be determined as compared to the general case where only the growth constants are known.

Example 3.24 Let $X=\left\{x_{0}, x_{1}\right\}$, and suppose $c=\sum_{n>0}(n!)^{2} x_{1}^{n}$. Then according to Lemma 2.5, $c \circ 0=0$ and $1 \circ c=1$. That is, it is possible that $c \circ d$ can be locally convergent even when $c$ or $d$ is not.

It was shown in Theorem 3.19 that the composition product can be used to determine the coefficients of an output function produced by a Fliess operator with an analytic input. The following corollary of Theorem 3.22 describes a lower bound for the interval of convergence for such an output function.

Corollary 3.3 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ and $X_{0}=\left\{x_{0}\right\}$. Suppose $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle / \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$ and $c_{u} \in$ $\mathbb{R}_{L C}^{m}\left[\left[X_{0}\right]\right] / \mathbb{R}_{G C}^{m}\left[\left[X_{0}\right]\right]$ with growth constants $K_{c_{u}}, M_{c_{u}}$, respectively. If $c_{y}=c \circ c_{u}$, then for every $\epsilon>0$

$$
\begin{equation*}
\left|\left(c_{y}, x_{0}^{k}\right)\right| \leq K_{c_{y}}\left(M_{c_{y}}+\epsilon\right)^{k} k!, k \geq 0 \tag{3.22}
\end{equation*}
$$

for some $K_{c_{y}}>0$, where

$$
M_{c_{y}}=\frac{M_{c_{u}}}{\left[1-m K_{c_{u}} W\left(\frac{1}{m K_{c_{u}}} \exp \left(\frac{M_{c}-M_{c_{u}}}{m M_{c} K_{c_{u}}}\right)\right)\right]} .
$$

Furthermore, if $M_{c}, K_{c_{u}}$ and $M_{c_{u}}$ are minimal, then no smaller geometric growth constant can satisfy (3.22). Thus, the interval of convergence for the output $y=F_{c_{y}}[u]$ is at least as large as $T=1 / M_{c_{y}}$.


Fig. 3.14. Output responses of the cascaded system $F_{c o d}$ to various analytic inputs in Example 3.25

Example 3.25 Suppose $X=\left\{x_{0}, x_{1}\right\}$ and $b=c \circ d$ with $c=$ $\sum_{\eta \in X^{*}} K_{c} M_{c}^{|\eta|}|\eta|!\eta$ and $d=\sum_{\eta \in X^{*}} K_{d} M_{d}^{|\eta|}|\eta|!\eta$. The output of the cascade system is $y=F_{c o d}[u]=F_{c}\left[F_{d}[u]\right]$, where $F_{c}[u]=K_{c} /(1-$ $\left.M_{c} E_{x_{0}+x_{1}}[u]\right)$ and $F_{d}[u]=K_{d} /\left(1-M_{d} E_{x_{0}+x_{1}}[u]\right)$. The zero-input response is therefore,

$$
y(t)=\frac{K_{c}}{1-M_{c} E_{x_{0}+x_{1}}\left[\frac{K_{d}}{1-M_{d} t}\right]}
$$

as shown in Figure 3.14 when $K_{c}=1, M_{c}=2, K_{d}=3$ and $M_{d}=4$. Applying Theorem 3.22 with $m=0$ and $\tilde{m}=1$ gives $M_{b}=9.7284$ so that the finite escape time of the response must be $t_{\text {esc }}=1 / M_{b}=$ 0.1028 , which is what is observed. The output responses corresponding to the analytic inputs $u_{1}(t)=1 / 1-t$ and $u_{2}(t)=1 / 1-t^{2}$, each having growth constants $K_{c_{u}}=M_{c_{u}}=1$, are also shown in the figure. Their respective finite escape times are 0.08321 and 0.08377 . Here $u_{1}$ has the shortest escape time since its generating series

$$
c_{u_{1}}=\sum_{k=0}^{\infty} k!x_{0}^{k}
$$

has all its coefficients growing at the maximum rate. Whereas

$$
c_{u_{2}}=\sum_{k=0}^{\infty}(2 k)!x_{0}^{2 k}
$$

has all its odd coefficients equal to zero. Setting $M_{c}=M_{b}=9.7284$ in Corollary 3.3, any finite escape time for the output corresponding to any analytic input with the given growth constants $K_{c_{u}}, M_{c_{u}}$ must be at least as large as $T=1 / M_{c_{y}}=0.0507$, which is evident from the simulations.

The section is concluded by considering the cascade connection of two Fliess operators whose generating series are globally convergent. The following theorem is the main result.

Theorem 3.23 The cascade connection of Fliess operators each having a generating series satisfying the global growth rate (3.11) has a radius of convergence equal to infinity. Hence, the output of such a system is always well defined over any finite interval of time when its input $u \in L_{1, e}^{m}\left(t_{0}\right)$.

Example 3.26 Reconsider the linear series $c=\sum_{n \geq 0}\left(c, x_{0}^{n} x_{1}\right) x_{0}^{n} x_{1}$ and $d=\sum_{n \geq 0}\left(d, x_{0}^{n} x_{1}\right) x_{0}^{n} x_{1}$ in Example 3.23, except here both $c, d \in$ $\mathbb{R}_{G C}\langle\langle X\rangle\rangle$ with $s^{*}=0$. In which case,

$$
\begin{aligned}
\left|\left(c \circ d, x_{0}^{k} x_{1}\right)\right| & =\left|\sum_{j=0}^{k-1}\left(c, x_{0}^{k-1-j} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right)\right| \\
& \leq \sum_{j=0}^{k-1}\left(K_{c} M_{c}^{k-j}\right)\left(K_{d} M_{d}^{j+1}\right) \\
& =K_{c} K_{d} M^{k+1} k \\
& <K_{c} K_{d}(2 M)^{k+1} .
\end{aligned}
$$

Therefore, global convergence is preserved, and $s_{\text {cod }}^{*}=0$.


Fig. 3.15. Feedback connection of two Fliess operators

Example 3.27 Suppose $X=\left\{x_{0}, x_{1}\right\}$ and $c=d=\sum_{k \geq 0} x_{1}^{k}$. The output of the cascade system is exactly that of the system considered in Example 3.8, namely,

$$
y(t)=F_{c o d}[u](t)=\exp \left(E_{x_{1}}\left[\exp \left(E_{x_{1}}[u(t)]\right)\right] .\right.
$$

Therefore, when $u(t)=1$

$$
y(t)=\mathrm{e}^{\mathrm{e}^{t}-1}=\sum_{n=0}^{\infty} B_{n} \frac{t^{n}}{n!} .
$$

So the Bell numbers also appear from a simple cascade of two Fliess operators.

### 3.7 Feedback Connections

In this section, the feedback connection of two Fliess operators as shown in Figure 3.15 is considered. Such closed-loop systems appear frequently in control engineering. As with cascade connections, one could also replace $F_{d}$ in the feedback path with a static function $f_{d}$. But the focus here will be on the former case. The latter can be found in the literature. Similar to the interconnections in the previous sections, five basic questions must be addressed. But now the analysis is considerably more difficult because feedback is generally described only in implicit terms. That is, given any $c, d \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$ with $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$, the output $y$ of the corresponding closedloop system must satisfy the feedback equation

$$
\begin{equation*}
y=F_{c}\left[u+F_{d}[y]\right] \tag{3.23}
\end{equation*}
$$

for any admissible input $u$. The interconnection is well-posed when $y$ is an admissible input for $F_{d}$, and $u+F_{d}[y]$ is an admissible input for $F_{c}$. Fortunately, this issue can be handled in much the same manner as it was for cascade connections (see Problem 3.7.1). When there exists a locally generating series $e \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$ so that $y=F_{e}[u]$, the feedback equation becomes equivalent to

$$
\begin{equation*}
F_{e}[u]=F_{c}\left[u+F_{d o e}[u]\right], \tag{3.24}
\end{equation*}
$$

and the output feedback product of $c$ and $d$, denoted by $c @ d$, is defined to be $e$. The first obstacle in the analysis is that $F_{e}$ is required to be the composition of two operators, $F_{c}$ and $I+F_{d o e}$ as shown in Figure 3.16, where one of the operators is not a Fliess operator due to the presence of identity operator $I$ acting as a direct feed term. Here $I+F_{\text {doe }}$ will be referred to as a unital Fliess operator in order to make this distinction. The corresponding set of all unital Chen-Fliess series is denoted by $I+\mathscr{F}=\left\{I+F_{c}: c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle\right\}$. The central claim is that this mixed composition always renders another Chen-Fliess series. However, none of the composition products introduced so far describe this type of composition. To address the issue, it is first convenient to introduce the symbol $\delta$ as the (fictitious) generating series for the identity map. That is, $F_{\delta}:=I$ such that $I+F_{c}:=F_{\delta+c}=F_{c_{\delta}}$ with $c_{\delta}:=\delta+c$. The set of all such generating series for $I+\mathscr{F}$ will be denoted by $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle .{ }^{9}$ The following theorem describes the generating series for this new type of composition in terms of what will be called the mixed composition product. (See Table 3.1 for a summary of all the series compositions encountered in this section.)

Theorem 3.24 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Given a Fliess operator $F_{c}$ and unital Fliess operator $F_{d_{\delta}}$, where $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and $d_{\delta} \in$ $\delta+\mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$, the cascade connection $F_{c} \circ F_{d_{\delta}}$ has the generating series in $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$

$$
\begin{equation*}
c \tilde{o} d_{\delta}=\sum_{\eta \in X^{*}}(c, \eta) \phi_{d}(\eta)(\mathbf{1}), \tag{3.25}
\end{equation*}
$$

where $\phi_{d}$ is the continuous (in the ultrametric sense) algebra homomorphism from $\mathbb{R}\langle\langle X\rangle\rangle$ into $\operatorname{End}(\mathbb{R}\langle\langle X\rangle\rangle)$ uniquely specified by

[^18]Table 3.1. Composition products involving $c, d, c_{\delta}=\delta+c, d_{\delta}=\delta+d$ when $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$

| Name | Symbol | Map |
| :---: | :---: | :--- |
| composition | $c \circ d$ | $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle \times \mathbb{R}^{m}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ |
| mixed composition | $c \tilde{o} d_{\delta}$ | $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle \times \delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ |
| group composition | $c \odot d$ | $\mathbb{R}^{m}\langle\langle X\rangle\rangle \times \mathbb{R}^{m}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}^{m}\langle\langle X\rangle\rangle$ |
| group product | $c \delta \circ d_{\delta}$ | $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle \times \delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle \rightarrow \delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$ |



Fig. 3.16. Mixed composition of two Fliess operators

$$
\phi_{d}\left(x_{i} \eta\right)=\phi_{d}\left(x_{i}\right) \bullet \phi_{d}(\eta), \quad x_{i} \in X, \quad \eta \in X^{*}
$$

using the family of mappings

$$
\phi_{d}\left(x_{i}\right)(e)=x_{i} e+x_{0}\left(d_{i} ш e\right),
$$

$i=0,1, \ldots, m$. Here $d_{0}:=0$, and $\phi_{d}(\emptyset)$ denotes the identity map on $\mathbb{R}\langle\langle X\rangle\rangle$. That is, $F_{c} \circ F_{d_{\delta}}=F_{c} \tilde{o} d_{\delta}$.

Proof: Observe that the mixed composition product is identical to that used for the usual composition product in Theorem 3.18 except for the extra leading term $x_{i} e$ in each operator $\phi_{d}\left(x_{i}\right)$. It is precisely this term that implements the direct feed component $I$. In which case, the proof is very similar to previous proof modulo an insertion of this extra term in each step (see Problem 3.7.4).

It can be verified in a manner completely analogous to the regular composition product for Fliess operators that the mixed composition product is always well defined (summable) and ultrametric continuous in both arguments. More advanced properties of this product will be described shortly, but of particular importance here is the fact that the feedback equation (3.24) can be written in terms of the mixed composition product as

$$
F_{e}[u]=F_{c \tilde{o}(d \circ e)_{\delta}}[u] .
$$

In light of the uniqueness of generating series (Theorem 3.5 for the locally convergent case and Theorem 3.38 for the formal case) this implies that

$$
\begin{equation*}
e=c \tilde{o}(d \circ e)_{\delta} \tag{3.26}
\end{equation*}
$$

This equation suggests the possibility of describing $e$ as a fixed point of a contractive iterated mapping. Consider the following theorem.

Theorem 3.25 For any $c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, the mapping $d_{\delta} \mapsto c \tilde{o} d_{\delta}$ is an ultrametric contraction on $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$.

Proof: The proof is a minor variation of the previous result for the regular composition product of two Fliess operators, i.e., Theorem 2.15. The contraction coefficient, $\sigma$, is unaffected by the required modifications (see Problem 3.7.4).

The first main result of this section is given below and addresses question 2.

Theorem 3.26 Let $c, d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$. Then the following propositions hold:

1. The mapping

$$
\begin{align*}
\mathcal{S} & : \\
: & \mathbb{R}^{m}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}^{m}\langle\langle X\rangle\rangle  \tag{3.27}\\
: & e_{i} \mapsto e_{i+1}=c \tilde{\circ}\left(d \circ e_{i}\right)_{\delta}
\end{align*}
$$

has a unique fixed point in $\mathbb{R}^{m}\langle\langle X\rangle\rangle$, $c @ d:=\lim _{i \rightarrow \infty} e_{i}$, which is independent of $e_{0}$.
2. The generating series $c @ d$ satisfies the feedback equation (3.26).

## Proof:

1. The mapping $\mathcal{S}$ is a contraction on $\mathbb{R}^{m}\langle\langle X\rangle\rangle$ since by Theorems 2.15 and 3.25 :

$$
\operatorname{dist}\left(S\left(e_{i}\right), S\left(e_{j}\right)\right) \leq \sigma \operatorname{dist}\left(\left(d \circ e_{i}\right)_{\delta},\left(d \circ e_{j}\right)_{\delta}\right) \leq \sigma^{2} \operatorname{dist}\left(e_{i}, e_{j}\right) .
$$

Therefore, the mapping $S$ has a unique fixed point, $c @ d$, that is independent of $e_{0}$, i.e.,

$$
\begin{equation*}
c @ d=c \tilde{\circ}(d \circ(c @ d))_{\delta} . \tag{3.28}
\end{equation*}
$$

2. The claim follows directly from comparing (3.26) and (3.28).

Now that it has been established that the closed-loop system in Figure 3.15 has a Chen-Fliess series representation, the next question is how to actually compute its generating series. Equivalently, how can (3.26) be solved to determine $e=c @ d$ ? Observe that the function $v$ in Figure 3.15 must satisfy the identity

$$
v=u+F_{d \circ c}[v] .
$$

Therefore,

$$
\left(I+F_{-d o c}\right)[v]=u .
$$

Now suppose there exists a series $(-d \circ c)^{-1}$ such that

$$
\left(I+F_{(-d \circ c)^{-1}}\right) \circ\left(I+F_{(-d \circ c)}\right)=I .
$$

Then it would follow that

$$
v=\left(I+F_{(-d o c)^{-1}}\right)[u],
$$

and thus,

$$
\begin{aligned}
F_{c @ d}[u] & =F_{c}[v]=F_{c}\left[\left(I+F_{(-d \circ c)^{-1}}\right)[u]\right] \\
& =F_{c \tilde{o}(-d \circ c)_{\delta}^{-1}}[u] .
\end{aligned}
$$

In which case, the feedback product can be written in the form $c @ d=$ $c \tilde{o}(-d \circ c)_{\delta}^{-1}$ provided this inverse series can be determined. This suggests that two issues need to be investigated. First, the presence of an inverse implies that some group is involved in this calculation. What is this underlying group? Second, the group element $(-d \circ c)_{\delta}^{-1}$ is interacting with the generating series $c$ describing the forward path via the mixed composition product. What is the exact nature of this interaction? This latter question motivates the following definition.

Definition 3.7 Let $G$ be a group and $S$ a given set. Then $G$ is said to act as a transformation group on the right of $S$ if there exists a mapping $\mathcal{A}: S \times G \rightarrow S:(h, g) \mapsto h g$ such that:
i. $h 1=h$, where 1 is the identity element of $G$;
ii. $h\left(g_{1} g_{2}\right)=\left(h g_{1}\right) g_{2}$ for all $g_{1}, g_{2} \in G$.

The action $\mathcal{A}$ is said to be free if $h g=h$ implies that $g=1$.

Example 3.28 Suppose the two Fliess operators $F_{c}$ and $F_{d}$ in Figure 3.15 are linear time-invariant systems with $m \times m$ transfer matrices $H$ and $G$, respectively. In this case, the corresponding feedback equation

$$
\begin{equation*}
H_{c l}=H\left(I+G H_{c l}\right) \tag{3.29}
\end{equation*}
$$

can be solved directly by substitution

$$
\begin{align*}
H_{c l} & =H\left(I+G\left[H\left(I+G H_{c l}\right)\right]\right) \\
& =H\left(I+G H+G H G\left[H\left(I+G H_{c l}\right)\right]\right) \\
& \vdots \\
& =H \sum_{k=0}^{\infty}(G H)^{k} \\
& =H(I-G H)^{-1} . \tag{3.30}
\end{align*}
$$

One can verify directly that the set of transfer functions $\{I+G\}$, where $G$ is an $m \times m$ matrix of strictly proper rational functions, is a group under the product

$$
\left(I+G_{1}\right)\left(I+G_{2}\right)=I+G_{1}+G_{2}+G_{1} G_{2}
$$

with identity element $I$ and inverse $(I+G)^{-1}=\sum_{k \geq 0}(-G)^{k}$. In which case, (3.30) can be interpreted as this group acting on the operator $H$ from the right to produce the transfer function for the closed-loop system, $H_{c l}$ (see Problem 3.7.2). One subtle point is that the inverse of $(I-G H)^{-1}$ is clearly $(I-G H)$. So applying this transformation will remove the feedback, but it is not clear what, if any, system interconnection this second action corresponds to. Nevertheless, there is a system interconnection that will remove the feedback loop. This issue will be revisited a bit later in the section.

Moving on to the more general setting, the key idea is that $(I+$ $\mathscr{F}, \circ, I$ ) forms a group under the composition

$$
\begin{aligned}
F_{c_{\delta}} \circ F_{d_{\delta}} & =\left(I+F_{c}\right) \circ\left(I+F_{d}\right) \\
& =I+F_{d}+F_{c} \circ\left(I+F_{d}\right) \\
& =I+F_{d}+F_{c \tilde{} d_{\delta}} \\
& =F_{c_{\delta} \circ d_{\delta}},
\end{aligned}
$$

where

$$
\begin{equation*}
c_{\delta} \circ d_{\delta}:=\delta+d+\left(c \tilde{\circ} d_{\delta}\right)=: \delta+c \odot d . \tag{3.31}
\end{equation*}
$$

Note that the same symbol will be used for composition on $\mathbb{R}^{m}\langle\langle X\rangle\rangle$ and $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$. As elements in these two sets have a distinct notation, i.e., $c$ versus $c_{\delta}$, respectively, it will always be clear which product is at play. Given the uniqueness of generating series for Chen-Fliess series, $(I+\mathscr{F}, \circ, I)$ is a group if and only if $\left(\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle, \circ, \delta\right)$ is a group. The main proposition is that this latter group acts as a right transformation group on $\mathbb{R}^{m}\langle\langle X\rangle\rangle$ via the mixed composition product to give the generating series for the closed-loop system under output feedback. Before any of these claims can be rigorously verified, additional properties of the mixed composition product and the composition product are needed.

Lemma 3.4 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. The mixed composition product (3.25) has the following properties:

1. left $\mathbb{R}$-linearity;
2. $c \tilde{o} 0_{\delta}=c$;
3. $c \tilde{o} d_{\delta}=k \mathbf{1}, k \in \mathbb{R}^{\ell}$ for any fixed $d_{\delta}$ if and only if $c=k \mathbf{1}$;
4. $\left(x_{i} c\right) \tilde{\circ} d_{\delta}=x_{i}\left(c \tilde{\circ} d_{\delta}\right)+x_{0}\left(d_{i} \amalg\left(c \tilde{\circ} d_{\delta}\right)\right)$ for all $x_{i} \in X$;
5. $(c ш d) \tilde{\circ} e_{\delta}=\left(c \tilde{o} e_{\delta}\right) ш\left(d \tilde{o} e_{\delta}\right)$;
6. $(c \circ d) \tilde{\circ} e_{\delta}=c \circ\left(d \tilde{o} e_{\delta}\right)$;
7. $\left(c \tilde{o} d_{\delta}\right) \tilde{o} e_{\delta}=c \tilde{o}\left(d \tilde{o} e_{\delta}+e\right)_{\delta}$,
where $c, d$, and e are suitably compatible formal power series over $X$.
Proof:
8. This fact follows directly from the definition of the mixed composition product.
9. The claim is immediate since $\phi_{0}(\eta)(\mathbf{1})=\eta$ for all $\eta \in X^{*}$.

3 . The only nontrivial assertion is that $c \tilde{o} d_{\delta}=k$ implies $c=k$. This claim is best handled later once the Hopf algebra context is developed (see page 189).
4. Observe

$$
\begin{aligned}
\left(x_{0} c\right) \tilde{\circ} d_{\delta} & =\phi_{d}\left(x_{0} c\right)(\mathbf{1})=\phi_{d}\left(x_{0}\right) \bullet \phi_{d}(c)(\mathbf{1}) \\
& =x_{0}\left(c \tilde{o} d_{\delta}\right) \\
\left(x_{i} c\right) \tilde{\circ} d_{\delta} & =\phi_{d}\left(x_{i} c\right)(\mathbf{1})=\phi_{d}\left(x_{i}\right) \bullet \phi_{d}(c)(\mathbf{1}) \\
& \left.=x_{0}\left(c \tilde{o} d_{\delta}\right)\right)+x_{0}\left(d_{i} \amalg\left(c \tilde{o} d_{\delta}\right)\right),
\end{aligned}
$$

$i=1,2, \ldots, m$.
5. For any $e_{\delta} \in \delta+\mathbb{R}\langle\langle X\rangle\rangle$, one can define a shuffle product on $\operatorname{End}(\mathbb{R}\langle\langle X\rangle\rangle)$ via

$$
\begin{aligned}
\phi_{e}\left(x_{i} \eta\right) ш \phi_{e}\left(x_{j} \xi\right)= & \phi_{e}\left(x_{i}\right) \bullet\left[\phi_{e}(\eta) ш \phi_{e}\left(x_{j} \xi\right)\right]+ \\
& \phi_{e}\left(x_{j}\right) \bullet\left[\phi_{e}\left(x_{i} \eta\right) ш \phi_{e}(\xi)\right] .
\end{aligned}
$$

In which case, $\phi_{e}$ acts as an algebra map between the shuffle algebra on $\mathbb{R}\langle\langle X\rangle\rangle$ and the shuffle algebra on $\operatorname{End}(\mathbb{R}\langle\langle X\rangle\rangle)$. That is, $\phi_{e}(c \pm d)=$ $\phi_{e}(c) ш \phi_{e}(d)$. Hence, $(c ш d) \tilde{\circ} e_{\delta}=\phi_{e}(c ш d)(\mathbf{1})=\phi_{e}(c)(\mathbf{1}) ш \phi_{e}(d)(\mathbf{1})$ $=\left(c \tilde{o} e_{\delta}\right) ш\left(d \tilde{o} e_{\delta}\right)$ (cf. Problem 3.7.5).
6. See Problems 3.7.4 and 3.7.5.
7. This identity has another interpretation, which will be presented in the next lemma (mixed associativity). So the proof is deferred until then. Also, see Problem 3.7.5.

Lemma 3.5 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. The composition product (3.31) has the following properties:

1. $0_{\delta} \circ c_{\delta}=c_{\delta} \circ 0_{\delta}=c_{\delta} ;$
2. ( $\left.c \tilde{o} d_{\delta}\right) \tilde{o} e_{\delta}=c \tilde{o}\left(d_{\delta} \circ e_{\delta}\right)$ (mixed associativity);
3. associativity,
where $c, d$, and e are suitably compatible formal power series over $X$.
Proof:
4. Observe $0_{\delta} \circ c_{\delta}=c_{\delta}+0 \tilde{o} c_{\delta}=c_{\delta}$ using Lemma 3.4 item 1. On the other hand, $c_{\delta} \circ 0_{\delta}=0_{\delta}+c \tilde{o} 0_{\delta}=\delta+\sum_{\eta \in X^{*}}(c, \eta) \phi_{0}(\eta)(\mathbf{1})=c_{\delta}$ using the fact that $\phi_{0}(\eta)(\mathbf{1})=\eta$ for all $\eta \in X^{*}$.
5. In light of item 1 in Lemma 3.4, it is sufficient to prove the claim only for $c=\eta \in X^{k}, k \geq 0$. The cases $k=0$ and $k=1$ are trivial. Assume the claim holds up to some fixed $k \geq 0$. Then via Lemma 3.4, item 4 , and the induction hypothesis it follows that

$$
\begin{aligned}
\left(\left(x_{0} \eta\right) \tilde{\circ} d_{\delta}\right) \tilde{\circ} e_{\delta} & =\left(x_{0}\left(\eta \tilde{\circ} d_{\delta}\right)\right) \tilde{\circ} e_{\delta} \\
& =x_{0}\left(\left(\eta \tilde{o} d_{\delta}\right) \tilde{\circ} e_{\delta}\right) \\
& =x_{0}\left(\eta \tilde{\circ}\left(d_{\delta} \circ e_{\delta}\right)\right) \\
& =\left(x_{0} \eta\right) \tilde{\circ}\left(d_{\delta} \circ e_{\delta}\right) .
\end{aligned}
$$

In a similar fashion, for $i=1,2, \ldots, m$ apply the properties in Lemma 3.4, items 1,4 , and 5 to get

$$
\begin{aligned}
& \left(\left(x_{i} \eta\right) \tilde{o} d_{\delta}\right) \tilde{o} e_{\delta} \\
& =\left[x_{i}\left(\eta \tilde{\circ} d_{\delta}\right)+x_{0}\left(d_{i} \text { ш }\left(\eta \tilde{\circ} d_{\delta}\right)\right)\right] \tilde{\circ} e_{\delta} \\
& =\left[x_{i}\left(\eta \tilde{o} d_{\delta}\right)\right] \tilde{o} e_{\delta}+\left[x_{0}\left(d_{i} \text { ш }\left(\eta \tilde{o} d_{\delta}\right)\right)\right] \tilde{o} e_{\delta} \\
& =x_{i}\left[\left(\eta \tilde{\circ} d_{\delta}\right) \tilde{\circ} e_{\delta}\right]+x_{0}\left[e_{i} ш\left(\left(\eta \tilde{\circ} d_{\delta}\right) \tilde{\circ} e_{\delta}\right)\right]+x_{0}\left[\left(d_{i} ш\left(\eta \tilde{\circ} d_{\delta}\right)\right) \tilde{\circ} e_{\delta}\right] \\
& =x_{i}\left[\left(\eta \tilde{\circ} d_{\delta}\right) \tilde{\circ} e_{\delta}\right]+x_{0}[\underbrace{\left(e_{i}+d_{i} \tilde{\circ} e_{\delta}\right)}_{(d \odot e)_{i}} ш\left(\left(\eta \tilde{\circ} d_{\delta}\right) \tilde{\circ} e_{\delta}\right)] \text {. }
\end{aligned}
$$

Now employ the induction hypothesis so that

$$
\begin{aligned}
\left(\left(x_{i} \eta\right) \tilde{\circ} d_{\delta}\right) \tilde{\circ} e_{\delta} & =x_{i}\left[\eta \tilde{\circ}\left(d_{\delta} \circ e_{\delta}\right)\right]+x_{0}\left[(d \odot e)_{i} \amalg\left(\eta \tilde{\circ}\left(d_{\delta} \circ e_{\delta}\right)\right)\right] \\
& =\left(x_{i} \eta\right) \tilde{\circ}\left(d_{\delta} \circ e_{\delta}\right) .
\end{aligned}
$$

Therefore, the claim holds for all $\eta \in X^{*}$, and the identity is proved. Note that this identity is equivalent to the one given in Lemma 3.4, item 7.
3. First apply (3.31) twice, then Lemma 3.4, item 1, and finally mixed associativity to get

$$
\begin{aligned}
\left(c_{\delta} \circ d_{\delta}\right) \circ e_{\delta} & =\left(d+\left(c \tilde{\circ} d_{\delta}\right)\right)_{\delta} \circ e_{\delta} \\
& =\left(e+\left(d+\left(c \tilde{\circ} d_{\delta}\right)\right) \tilde{\circ} e_{\delta}\right)_{\delta} \\
& =\left(e+\left(d \tilde{\circ} e_{\delta}\right)+c \tilde{o}\left(d_{\delta} \circ e_{\delta}\right)\right)_{\delta} \\
& =\left((d \odot e)+c \tilde{o}\left(d_{\delta} \circ e_{\delta}\right)\right)_{\delta} \\
& =c_{\delta} \circ\left(d_{\delta} \circ e_{\delta}\right) .
\end{aligned}
$$

Hence, the lemma is proved.
The following theorem establishes what will be the underlying group describing output feedback for Fliess operators. Henceforth, it will be called the output feedback group.

Theorem 3.27 The triple $\left(\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle, \circ, \delta\right)$ forms a group. This group acts as a right transformation group on $\mathbb{R}^{m}\langle\langle X\rangle\rangle$.

Proof: In light of Lemma 3.5, the only open issue in establishing that $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$ is a group is demonstrating the existence of an inverse. Specifically, for a fixed $c_{\delta} \in \delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$, the composition inverse, $c_{\delta}^{-1}=\delta+c^{-1}$, must satisfy $c_{\delta} \circ c_{\delta}^{-1}=\delta$ and $c_{\delta}^{-1} \circ c_{\delta}=\delta$. From the first equation,

$$
c_{\delta} \circ c_{\delta}^{-1}=\delta+c^{-1} \tilde{\circ} c_{\delta}^{-1}=\delta,
$$

which reduces to

$$
\begin{equation*}
c^{-1}=(-c) \tilde{o} c_{\delta}^{-1} . \tag{3.32}
\end{equation*}
$$

Likewise, from the second equation,

$$
\begin{equation*}
c=\left(-c^{-1}\right) \tilde{o} c_{\delta} . \tag{3.33}
\end{equation*}
$$

Now it was established in Theorem 3.25 that $e \mapsto(-c) \tilde{o} e_{\delta}$ is a contraction in the ultrametric sense on $\mathbb{R}^{m}\langle\langle X\rangle\rangle$ as a complete ultrametric space and thus has a unique fixed point. So it follows directly that $c_{\delta}^{-1}$ is a right inverse of $c_{\delta}$, i.e., satisfies (3.32). To see that this same series is also a left inverse, first observe that (3.32) is equivalent to

$$
\begin{equation*}
c^{-1} \tilde{\circ} 0_{\delta}+c \tilde{o} c_{\delta}^{-1}=0, \tag{3.34}
\end{equation*}
$$

using the identity $c^{-1} \tilde{o} 0_{\delta}=c^{-1}$ and the left linearity of the mixed composition product. Substituting (3.34) back into itself where zero appears on the left-hand side and applying Lemma 3.4, item 7 gives

$$
\begin{aligned}
c^{-1} \tilde{o}\left(c \tilde{o} c_{\delta}^{-1}+c^{-1}\right)_{\delta}+c \tilde{o} c_{\delta}^{-1} & =0 \\
\left(c^{-1} \tilde{o} c_{\delta}\right) \tilde{o} c_{\delta}^{-1}+c \tilde{o} c_{\delta}^{-1} & =0 .
\end{aligned}
$$

Again from left linearity of the mixed composition product it follows that

$$
\left(c^{-1} \tilde{o} c_{\delta}+c\right) \tilde{o} c_{\delta}^{-1}=0 .
$$

Finally, Lemma 3.4, item 3 implies that $c^{-1} \tilde{o} c_{\delta}+c=0$, which is equivalent to (3.33). Therefore, every element of $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$ has an inverse. Finally, it is clear that $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$ acts as a right transformation group on $\mathbb{R}^{m}\langle\langle X\rangle\rangle$ in light of Lemma 3.5, item 2, namely, the mixed associativity property.

Example 3.29 If $c, d \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$, and $c$ is a linear series then

$$
F_{c} \tilde{o} d_{\delta}[u]=F_{c}\left[u+F_{d}[u]\right]=F_{c}[u]+F_{c o d}[u],
$$

or equivalently,

$$
\begin{equation*}
c \tilde{o} d_{\delta}=c+c \circ d \tag{3.35}
\end{equation*}
$$

Similarly,

$$
c \circ\left(d_{1}+d_{2}\right)=c \circ d_{1}+c \circ d_{2} .
$$

Therefore, using (3.32) and then (3.35) repeatedly, it follows that

$$
\begin{aligned}
c_{\delta}^{-1} & =\delta+c^{-1} \\
& =\delta-c \tilde{\circ} c_{\delta}^{-1} \\
& =\delta-c-c \circ c^{-1} \\
& =\delta-c-c \circ\left(-c \tilde{\circ} c_{\delta}^{-1}\right) \\
& =\delta-c-c \circ\left(-c-c \circ c^{-1}\right) \\
& =\delta-c+c \circ c+c \circ c \circ c^{-1} \\
& \vdots \\
& =\delta-c+c^{\circ 2}-c^{\circ 3}+\cdots,
\end{aligned}
$$

where $c^{\circ i}$ denotes the composition product power. This is equivalent to the series expansion of the inverse appearing in (3.30). When $c=x_{1}$ observe

$$
\begin{aligned}
\left(\delta+x_{1}\right)^{-1} & =\delta-x_{1}+x_{0} x_{1}-x_{0}^{2} x_{1}+\cdots \\
& =\delta-\left(-x_{0}\right)^{*} x_{1},
\end{aligned}
$$

where $d^{*}:=\sum_{i \geq 0} d^{i}$. In contrast, the series $c=x_{0}$ is not linear, and in this case

$$
\delta-x_{0}+x_{0}^{\circ 2}-x_{0}^{\circ 3}+\cdots=\delta-x_{0}+x_{0}-x_{0}+\cdots,
$$

which is neither locally finite nor summable. Nevertheless, it can be easily verified directly that $\left(\delta+x_{0}\right)^{-1}=\delta-x_{0}$. So the element is invertible but does not have a series expansion of the type available for linear series.

The explicit formula for the output feedback product conjectured earlier is now verified directly using the machinery developed above.

Theorem 3.28 For any $c, d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, it follows that

$$
\begin{equation*}
c @ d=c \tilde{o}(-d \circ c)_{\delta}^{-1} . \tag{3.36}
\end{equation*}
$$

Proof: Recall that the feedback equation for the system in Figure 3.15 reduces to the fixed point equation

$$
e=c \tilde{o}(d \circ e)_{\delta} .
$$

where $e=c @ d$. The solution above can be checked by direct substitution with the aid of the identity in Lemma 3.4, item 6, and (3.32):

$$
\begin{aligned}
\left.c \tilde{\circ}(d \circ e)_{\delta}\right|_{e=c \tilde{\circ}(-d \circ c)_{\delta}^{-1}} & =c \tilde{\circ}\left(d \circ\left(c \tilde{\circ}(-d \circ c)_{\delta}^{-1}\right)\right)_{\delta} \\
& =c \tilde{\circ}\left((d \circ c) \tilde{\circ}(-d \circ c)_{\delta}^{-1}\right)_{\delta} \\
& =c \tilde{o}(-d \circ c)_{\delta}^{-1} \\
& =e .
\end{aligned}
$$

The goal now is to describe a Faà di Bruno type Hopf algebra associated with the group $\left(\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle, \circ, \delta\right)$, whose antipode facilitates the explicit computation of the inverse of the group element appearing in the feedback product above. The coordinate maps for this group have the form

$$
a_{\eta}^{i}: \delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}: c_{\delta} \mapsto\left(c_{i}, \eta\right)
$$

where $\eta \in X^{*}$ and $i=1,2, \ldots, m .^{10}$ In addition, a special coordinate function $\mathbf{1}_{\delta}$ is introduced with the defining property that $c_{\delta} \in \delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$ maps to one in every case. ${ }^{11}$ Let $V$ denote the $\mathbb{R}$-vector space spanned by these maps. If the degree of $a_{\eta}^{i}$ is defined as $\operatorname{deg}\left(a_{\eta}^{i}\right)=2|\eta|_{x_{0}}+\sum_{j=1}^{m}|\eta|_{x_{j}}+1$, then $V$ is a connected graded vector space. That is, $V=\bigoplus_{n \geq 0} V_{n}$ with

$$
V_{n}=\operatorname{span}_{\mathbb{R}}\left\{a_{\eta}^{i}: \operatorname{deg}\left(a_{\eta}^{i}\right)=n\right\}, \quad n>0,
$$

and $V_{0}=\mathbb{R} \mathbf{1}_{\delta}$.
Consider next the free unital commutative $\mathbb{R}$-algebra, $H$, with product

$$
\mu: a_{\eta}^{i} \otimes a_{\xi}^{j} \mapsto a_{\eta}^{i} a_{\xi}^{j}
$$

and unit $\mathbf{1}_{\delta}$. This product is clearly associative. The grading on $V$ induces a connected grading on $H$ with $\operatorname{deg}\left(a_{\eta}^{i} a_{\xi}^{j}\right)=\operatorname{deg}\left(a_{\eta}^{i}\right)+\operatorname{deg}\left(a_{\xi}^{j}\right)$ and $\operatorname{deg}\left(\mathbf{1}_{\delta}\right)=0$. Specifically, $H=\bigoplus_{n \geq 0} H_{n}$, where

$$
H_{n}=\operatorname{span}_{\mathbb{R}}\left\{a_{\eta_{1}}^{i_{1}} a_{\eta_{2}}^{i_{2}} \cdots a_{\eta_{\ell}}^{i_{\ell}}: \sum_{j=1}^{\ell} \operatorname{deg}\left(a_{\eta_{j}}^{i_{j}}\right)=n\right\}, n>0
$$

and $H_{0}=\mathbb{R} \mathbf{1}_{\delta}$.

[^19]Three coproducts are now introduced. The first coproduct is used to define the Hopf algebra on $H$. The remaining two coproducts provide a recursive manner in which to compute it. Recalling that $c_{\delta} \circ d_{\delta}=$ $\delta+c \odot d$, define $\Delta$ for any $a_{\eta}^{i} \in V^{+}:=\bigoplus_{n>0} V_{n}$ such that

$$
\Delta a_{\eta}^{i}(c, d)=a_{\eta}^{i}(c \odot d)=\left(c_{i} \odot d, \eta\right) .
$$

The coassociativity of $\Delta$ follows from the associativity of the group product. Specifically, for any $c, d, e \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$ :

$$
\begin{aligned}
(\mathrm{id} \otimes \Delta) \circ \Delta a_{\eta}^{i}(c, d, e) & =\left(c_{i} \odot(d \odot e), \eta\right) \\
& =\left((c \odot d)_{i} \odot e, \eta\right) \\
& =(\Delta \otimes \mathrm{id}) \circ \Delta a_{\eta}^{i}(c, d, e) .
\end{aligned}
$$

Therefore, $(\mathrm{id} \otimes \Delta) \circ \Delta=(\Delta \otimes \mathrm{id}) \circ \Delta$ as required.
The second coproduct is $\Delta^{j}{ }_{\mathrm{\omega}}\left(V^{+}\right) \subset V^{+} \otimes V^{+}$, which is isomorphic to sh* via the coordinate maps. That is,

$$
\begin{align*}
\Delta_{{ }_{\amalg}^{j}}^{j} a_{\emptyset}^{i} & =a_{\emptyset}^{i} \otimes a_{\emptyset}^{j}  \tag{3.37a}\\
\Delta_{\amalg}^{j} \circ \theta_{k} & =\left(\theta_{k} \otimes \mathrm{id}+\mathrm{id} \otimes \theta_{k}\right) \circ \Delta^{j}{ }_{\amalg}, \tag{3.37b}
\end{align*}
$$

where id is the identity map on $V^{+}$, and $\theta_{k}$ denotes the endomorphism on $V^{+}$specified by $\theta_{k} a_{\eta}^{i}=a_{x_{k} \eta}^{i}$ for $k=0,1, \ldots, m$ and $i, j=1,2, \ldots, m$.

Example 3.30 The first few terms of $\Delta^{j}{ }_{\boldsymbol{\omega}}$ are:

$$
\begin{aligned}
& \Delta^{j}{ }_{\text {ш }} a_{\emptyset}^{i}=a_{\emptyset}^{i} \otimes a_{\emptyset}^{j} \\
& \Delta_{{ }_{\amalg}}^{j} a_{x_{i_{1}}}^{i}=a_{x_{i_{1}}}^{i} \otimes a_{\emptyset}^{j}+a_{\emptyset}^{i} \otimes a_{x_{i_{1}}}^{j} \\
& \Delta_{{ }_{\amalg}}^{j} a_{x_{i_{2}} x_{i_{1}}}^{i}=a_{x_{i_{2}} x_{i_{1}}}^{i} \otimes a_{\emptyset}^{j}+a_{x_{i_{2}}}^{i} \otimes a_{x_{i_{1}}}^{j}+a_{x_{i_{1}}}^{i} \otimes a_{x_{i_{2}}}^{j}+ \\
& a_{\emptyset}^{i} \otimes a_{x_{i_{2}} x_{i_{1}}}^{j} \\
& \Delta_{山^{*}}^{j} a_{x_{i_{3}} x_{i_{2}} x_{i_{1}}}^{i}=a_{x_{i_{3}} x_{i_{2}} x_{i_{1}}}^{i} \otimes a_{\emptyset}^{j}+a_{x_{i_{3} x_{i_{2}}}}^{i} \otimes a_{x_{i_{1}}}^{j}+ \\
& a_{x_{i_{3}} x_{i_{1}}}^{i} \otimes a_{x_{i_{2}}}^{j}+a_{x_{i_{3}}}^{i} \otimes a_{x_{i_{2}} x_{i_{1}}}^{j}+ \\
& a_{x_{i_{2}} x_{i_{1}}}^{i} \otimes a_{x_{i_{3}}}^{j}+a_{x_{i_{2}}}^{i} \otimes a_{x_{i_{3} x_{i_{1}}}}^{j}+ \\
& a_{x_{i_{1}}}^{i} \otimes a_{x_{i_{3}} x_{i_{2}}}^{j}+a_{\emptyset}^{i} \otimes a_{x_{i_{3}} x_{i_{2}} x_{i_{1}}}^{j} .
\end{aligned}
$$

The third coproduct is $\tilde{\Delta} a_{\eta}^{i}=\Delta a_{\eta}^{i}-\mathbf{1}_{\delta} \otimes a_{\eta}^{i}$ or, equivalently, the coproduct induced by the identity

$$
\tilde{\Delta} a_{\eta}^{i}(c, d)=\left(c_{i} \tilde{o} d_{\delta}, \eta\right)=\sum a_{\eta(1)}^{i}(c) a_{\eta(2)}^{i}(d) .
$$

A key observation is that this coproduct can be computed recursively as described in the next lemma. It is not difficult to show using items 2 and 3 of this lemma that $a_{\eta(1)}^{i} \in V^{+}$and $a_{\eta(2)}^{i} \in H$, and thus, $\tilde{\Delta} V^{+} \subseteq V^{+} \otimes H$.

## Lemma 3.6 The following identities hold:

1. $\tilde{\Delta} a_{\emptyset}^{i}=a_{\emptyset}^{i} \otimes \mathbf{1}_{\delta}$
2. $\tilde{\Delta} \circ \theta_{i}=\left(\theta_{i} \otimes \mathrm{id}\right) \circ \tilde{\Delta}$
3. $\tilde{\Delta} \circ \theta_{0}=\left(\theta_{0} \otimes \mathrm{id}\right) \circ \tilde{\Delta}+\left(\theta_{i} \otimes \mu\right) \circ(\tilde{\Delta} \otimes \mathrm{id}) \circ \Delta_{\mathrm{w}}^{i}$,
$i=1,2, \ldots, m$, where id denotes the identity map on $H .{ }^{12}$
Proof:
4. First note that any series $c$ can be uniquely decomposed as $c=$ $(c, \emptyset) \emptyset+x_{i} c^{i}, i=0,1, \ldots, m$, where the series $c^{i}$ are arbitrary. In which case, using the left linearity of the mixed composition product and Lemma 3.4, item 4, it follows that

$$
\begin{aligned}
\tilde{\Delta} a_{\emptyset}^{i}(c, d) & =a_{\emptyset}^{i}\left(c \tilde{o} d_{\delta}\right)=a_{\emptyset}^{i}\left((c, \emptyset) \emptyset+\left(x_{j} c^{j}\right) \tilde{\circ} d_{\delta}\right) \\
& =\left(c_{i}, \emptyset\right)+a_{\emptyset}^{i}\left(x_{j}\left(c^{j} \tilde{\circ} d_{\delta}\right)+x_{0}\left(d_{j} \amalg\left(c^{j} \tilde{\circ} d_{\delta}\right)\right)\right) \\
& =\left(c_{i}, \emptyset\right)=\left(a_{\emptyset}^{i} \otimes \mathbf{1}_{\delta}\right)(c, d) .
\end{aligned}
$$

2. For any $\eta \in X^{*}$ observe

$$
\begin{aligned}
\left(\tilde{\Delta} \circ \theta_{i}\right) a_{\eta}^{j}(c, d) & =\tilde{\Delta} a_{x_{i} \eta}^{j}(c, d) \\
& =a_{x_{i} \eta}^{j}\left(x_{k}\left(c^{k} \tilde{\circ} d_{\delta}\right)+x_{0}\left(d_{k} ш\left(c^{k} \tilde{\circ} d_{\delta}\right)\right)\right) \\
& =a_{\eta}^{j}\left(c^{i} \tilde{\circ} d_{\delta}\right) \\
& =\tilde{\Delta} a_{\eta}^{j}\left(c^{i}, d\right) \\
& =\sum a_{\eta(1)}^{j} \otimes a_{\eta(2)}^{j}\left(c^{i}, d\right)
\end{aligned}
$$

[^20]\[

$$
\begin{aligned}
& =\sum \theta_{i}\left(a_{\eta(1)}^{j}\right) \otimes a_{\eta(2)}^{j}(c, d) \\
& =\left(\theta_{i} \otimes \mathrm{id}\right) \circ \tilde{\Delta} a_{\eta}^{j}(c, d)
\end{aligned}
$$
\]

Note that since $a_{\eta(1)}^{j} \in V^{+}$, the operation $\theta_{i}\left(a_{\eta(1)}^{j}\right)$ is well defined. 3. Proceeding as in the previous item, it follows that

$$
\begin{aligned}
& \left(\tilde{\Delta} \circ \theta_{0}\right) a_{\eta}^{i}(c, d) \\
& =a_{x_{0} \eta}^{i}\left(c \tilde{\circ} d_{\delta}\right) \\
& =a_{x_{0} \eta}^{i}\left(x_{j}\left(c^{j} \tilde{\circ} d_{\delta}\right)+x_{0}\left(d_{j} ш\left(c^{j} \tilde{\circ} d_{\delta}\right)\right)\right) \\
& =a_{\eta}^{i}\left(c^{0} \tilde{\circ} d_{\delta}+d_{j} ш\left(c^{j} \tilde{\circ} d_{\delta}\right)\right) \\
& =a_{\eta}^{i}\left(c^{0} \tilde{\circ} d_{\delta}\right)+\sum_{j=1}^{m} \Delta^{j} a_{\eta}^{i}\left(c^{j} \tilde{\circ} d_{\delta}, d\right) \\
& =a_{\eta}^{i}\left(c^{0} \tilde{\circ} d_{\delta}\right)+\sum_{j=1}^{m} \sum_{\xi, \nu \in X^{*}}(\eta, \xi ш \nu) a_{\xi}^{i}\left(c^{j} \tilde{\circ} d_{\delta}\right) a_{\nu}^{j}(d) \\
& =\tilde{\Delta} a_{\eta}^{i}\left(c^{0}, d\right)+\sum_{j=1}^{m} \sum_{\xi, \nu \in X^{*}}(\eta, \xi ш \nu)\left(\tilde{\Delta} a_{\xi}^{i} \otimes a_{\nu}^{j}\right)\left(c^{j}, d, d\right) \\
& =\left(\theta_{0} \otimes \mathrm{id}\right) \circ \tilde{\Delta} a_{\eta}^{i}(c, d)+\left(\theta_{j} \otimes \mathrm{id}\right) \circ \\
& \sum_{\xi, \nu \in X^{*}}(\eta, \xi ш \nu)\left(\tilde{\Delta} a_{\xi}^{i} \otimes a_{\nu}^{j}\right)(c, d, d) \\
& =\left(\theta_{0} \otimes \mathrm{id}\right) \circ \tilde{\Delta} a_{\eta}^{i}(c, d)+\left(\theta_{j} \otimes \mu\right) \circ(\tilde{\Delta} \circ \mathrm{id}) \circ \Delta^{j} a_{\eta}^{i}(c, d) .
\end{aligned}
$$

The next theorem is a central result describing the algebraic underpinnings of the feedback connection.

Theorem $3.29(H, \mu, \Delta)$ is a connected graded commutative noncocommutative unital Hopf algebra.

Proof: From the development above, it is clear that $(H, \mu, \Delta)$ is a bialgebra with unit $\mathbf{1}_{\delta}$ and counit $\epsilon$ defined by $\epsilon\left(a_{\eta}\right)=0$ for all $\eta \in X^{*}$ and $\epsilon\left(\mathbf{1}_{\delta}\right)=1$. Here it is shown that this bialgebra is graded and connected. Therefore, $H$ automatically has an antipode, and thus, is a Hopf algebra by Theorem 2.10. Specifically, since the algebra $H$ is graded by $H_{n}, n \geq 0$ with $H_{0}=\mathbb{R} \mathbf{1}_{\delta}$, it only needs to be shown for any $a_{\eta}^{i} \in V^{+}$that

$$
\begin{equation*}
\tilde{\Delta} a_{\eta}^{i} \in\left(V^{+} \otimes H\right)_{n}:=\bigoplus_{\substack{j+k=n \\ j \geq 1, k \geq 0}} V_{j} \otimes H_{k} \tag{3.38}
\end{equation*}
$$

This fact is evident from the first few terms computed via Lemma 3.6:

$$
\begin{aligned}
& n=1: \tilde{\Delta} a_{\emptyset}^{i}=a_{\emptyset}^{i} \otimes \mathbf{1}_{\delta} \\
& n=2: \tilde{\Delta} a_{x_{j}}^{i}=a_{x_{j}}^{i} \otimes \mathbf{1}_{\delta} \\
& n=3: \tilde{\Delta} a_{x_{0}}^{i}=a_{x_{0}}^{i} \otimes \mathbf{1}_{\delta}+a_{x_{\ell}}^{i} \otimes a_{\emptyset}^{\ell} \\
& n=3: \tilde{\Delta} a_{x_{j} x_{k}}^{i}=a_{x_{j} x_{k}}^{i} \otimes \mathbf{1}_{\delta} \\
& n=4: \tilde{\Delta} a_{x_{0} x_{j}}^{i}=a_{x_{0} x_{j}}^{i} \otimes \mathbf{1}_{\delta}+a_{x_{\ell}}^{i} \otimes a_{x_{j}}^{\ell}+a_{x_{\ell} x_{j}}^{i} \otimes a_{\emptyset}^{\ell} \\
& n=4: \tilde{\Delta} a_{x_{j} x_{0}}^{i}=a_{x_{j} x_{0}}^{i} \otimes \mathbf{1}_{\delta}+a_{x_{j} x_{\ell}}^{i} \otimes a_{\emptyset}^{\ell} \\
& n=4: \tilde{\Delta} a_{x_{j} x_{k} x_{l}}^{i}=a_{x_{j} x_{k} x_{l}}^{i} \otimes \mathbf{1}_{\delta} \\
& n=5: \tilde{\Delta} a_{x_{0}^{2}}^{i}=a_{x_{0}^{2}}^{i} \otimes \mathbf{1}_{\delta}+a_{x_{\ell}}^{i} \otimes a_{x_{0}}^{\ell}+a_{x_{\ell} x_{0}}^{i} \otimes a_{\emptyset}^{\ell}+ \\
& a_{x_{0} x_{\ell}}^{i} \otimes a_{\emptyset}^{\ell}+a_{x_{\ell} x_{\nu}}^{i} \otimes a_{\emptyset}^{\ell} a_{\emptyset}^{\nu}
\end{aligned}
$$

where $i, j, k, l=1,2, \ldots m$. In which case, using the identities $\Delta\left(a_{\eta}^{i} a_{\xi}^{j}\right)=$ $\Delta a_{\eta}^{i} \Delta a_{\xi}^{j}$ and $\Delta a_{\eta}^{i}=\tilde{\Delta} a_{\eta}^{i}+\mathbf{1}_{\delta} \otimes a_{\eta}^{i}$, it follows that $\Delta H_{n} \subseteq(H \otimes H)_{n}$, and this would complete the proof. To prove (3.38), the following facts are essential:

1. $\operatorname{deg}\left(\theta_{l} a_{\eta}^{i}\right)=\operatorname{deg}\left(a_{\eta}^{i}\right)+1, l=1,2, \ldots, m$
2. $\operatorname{deg}\left(\theta_{0} a_{\eta}^{i}\right)=\operatorname{deg}\left(a_{\eta}^{i}\right)+2$
3. $\Delta^{j}{ }_{\text {ш }} a_{\eta}^{i} \in\left(V^{+} \otimes V^{+}\right)_{n+1}, n=\operatorname{deg}\left(a_{\eta}^{i}\right)$.

The proof is via induction on the length of $\eta$. When $|\eta|=0$ then clearly $\tilde{\Delta} a_{\emptyset}^{i}=a_{\emptyset}^{i} \otimes \mathbf{1}_{\delta} \in V_{1} \otimes H_{0}$ and $n=1$. Assume now that (3.38) holds for words up to some fixed length $|\eta| \geq 0$. Let $n=\operatorname{deg}\left(a_{\eta}^{i}\right)$. There are two ways to increase the length of $\eta$. First consider $a_{x_{l} \eta}^{i}$ for some $l \neq 0$. From item 1 above $\operatorname{deg}\left(a_{x_{l} \eta}^{i}\right)=n+1$, and from Lemma 3.6 $\tilde{\Delta} a_{x_{l} \eta}^{i}=\left(\theta_{l} \otimes \mathrm{id}\right) \circ \tilde{\Delta} a_{\eta}^{i}$. Therefore, using the induction hypothesis, $\tilde{\Delta} a_{x_{l} a_{\eta}}^{i} \in \bigoplus_{j+k=n} V_{j+1} \otimes H_{k} \subset(V \otimes H)_{n+1}$, which proves the assertion. Consider next $a_{x_{0} \eta}^{i}$. From item 2 above $\operatorname{deg}\left(a_{x_{0} \eta}^{i}\right)=n+2$. Lemma 3.6 is employed as in the first case. First note that item 3 above $\Delta^{j}{ }_{\text {ш }} a_{\eta}^{i} \in\left(V^{+} \otimes V^{+}\right)_{n+1}$, and so using the induction hypothesis it follows that $(\tilde{\Delta} \otimes \mathrm{id}) \circ \Delta^{j} a_{\eta}^{i} \in\left(V^{+} \otimes H \otimes V^{+}\right)_{n+1}$. In which case, $\left(\theta_{i} \otimes \mu\right) \circ(\tilde{\Delta} \otimes \mathrm{id}) \circ \Delta_{\amalg}^{j} a_{\eta}^{i} \in\left(V^{+} \otimes H\right)_{n+2}$. By a similar argument,
$\left(\theta_{0} \otimes \mathrm{id}\right) \circ \tilde{\Delta} a_{\eta}^{i} \in\left(V^{+} \otimes H\right)_{n+2}$. Thus, $\tilde{\Delta} a_{x_{0} \eta}^{i} \in\left(V^{+} \otimes H\right)_{n+2}$, which again proves the assertion and completes the proof.

The deferred proof from Lemma 3.4 is addressed next.
Proof of Lemma 3.4, item 3: Recall the claim is that $c \tilde{o} d_{\delta}=k 1$ implies $c=k \mathbf{1}, k \in \mathbb{R}^{\ell}$. If $c \tilde{\circ} d_{\delta}=k \mathbf{1}$ then clearly $k_{i}=a_{\emptyset}^{i}\left(c \tilde{\circ} d_{\delta}\right)=$ $\tilde{\Delta} a_{\emptyset}^{i}(c, d)=a_{\emptyset}^{i} c, i=1,2, \ldots, \ell$. Furthermore, for any $x_{j} \in X$ with $j \neq 0,0=a_{x_{j}}^{i}\left(c \tilde{o} d_{\delta}\right)=\tilde{\Delta} a_{x_{j}}^{i}(c, d)=a_{x_{j}}^{i} c, i=1,2, \ldots, \ell$. Now suppose $a_{\eta}^{i} c=0, i=1,2, \ldots, \ell$ for all $a_{\eta}^{i} \in V_{k}$ with $k=1,2, \ldots, n$. Then for any $x_{j} \in X$

$$
0=\tilde{\Delta} a_{x_{j} \eta}^{i}(c, d)=a_{x_{j} \eta}^{i} c+\sum_{a_{x_{j} \eta(2)}^{i} \neq 1} a_{x_{j} \eta(1)}^{i}(c) a_{x_{j} \eta(2)}^{i}(d),
$$

where in general $a_{x_{j} \eta(1)}^{i} \neq a_{\emptyset}^{i}$. Therefore, $a_{x_{j} \eta}^{i} c=0, i=1,2, \ldots, \ell$. In which, case $c=k 1$.

Example 3.31 Recall that Lemma 3.4, item 3 was used to establish that $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$ constitutes a transformation group. But once established, this identity becomes trivial to justify. Namely, if co $d_{\delta}=k \mathbf{1}$ then

$$
c=c \tilde{o}\left(d_{\delta} \circ d_{\delta}^{-1}\right)=\left(c \tilde{o} d_{\delta}\right) \tilde{o} d_{\delta}^{-1}=k \mathbf{1} \tilde{o} d_{\delta}^{-1}=k \mathbf{1} .
$$

The following result supports the primary application of the Hopf algebra ( $H, \mu, \Delta$ ) in computing the feedback product.

Lemma 3.7 The Hopf algebra $(H, \mu, \Delta)$ has an antipode $S$ satisfying $a_{\eta}^{i}\left(c^{-1}\right)=\left(S a_{\eta}^{i}\right)(c)$ for all $\eta \in X^{*}$ and $c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$.

Proof: The claim follows directly from (2.32).
Finally, it was established in Theorem 2.10 that the antipode, $S$, of any graded connected Hopf algebra $(H, \mu, \Delta)$ can be computed for any $a \in H^{+}$by

$$
\begin{equation*}
S a=-a-\sum\left(S a_{(1)}^{\prime}\right) a_{(2)}^{\prime}, \tag{3.39}
\end{equation*}
$$

or alternatively,

$$
\begin{equation*}
S a=-a-\sum a_{(1)}^{\prime} S a_{(2)}^{\prime} \tag{3.40}
\end{equation*}
$$

where the reduced coproduct is $\Delta^{\prime} a=\Delta a-a \otimes \mathbf{1}_{\delta}-\mathbf{1}_{\delta} \otimes a=$ $\sum a_{(1)}^{\prime} \otimes a_{(2)}^{\prime}$. This can be viewed as being partially recursive in that the coproduct needs to be computed first before the antipode recursion can be applied. The next theorem provides a fully recursive algorithm to compute the antipode for the output feedback group.

Theorem 3.30 The antipode, S, of any $a_{\eta}^{i} \in V^{+}$in the output feedback Hopf algebra can be computed by the following algorithm:
i. Recursively compute $\Delta^{j}$ via (3.37). $^{\text {® }}$.
ii. Recursively compute $\tilde{\Delta}$ via Lemma 3.6.
iii. Recursively compute $S$ via (3.39) or (3.40) with

$$
\Delta^{\prime} a_{\eta}^{i}=\tilde{\Delta} a_{\eta}^{i}-a_{\eta}^{i} \otimes \mathbf{1}_{\delta}
$$

Proof: In light of the previous results, the only detail is the minor observation that $S$ is the antipode of the Hopf algebra with coproduct $\Delta a=\tilde{\Delta} a+\mathbf{1}_{\delta} \otimes a$. In which case, the corresponding reduced coproduct is as described in step $i i i$.

Applying the algorithm above via the left antipode formula (3.39) gives the antipode of the first few coordinate maps:

$$
\begin{align*}
& H_{1}: S a_{\emptyset}^{i}=-a_{\emptyset}^{i}  \tag{3.41a}\\
& H_{2}: S a_{x_{j}}^{i}=-a_{x_{j}}^{i}  \tag{3.41b}\\
& H_{3}: S a_{x_{0}}^{i}=-a_{x_{0}}^{i}+a_{x_{\ell}}^{i} a_{\emptyset}^{\ell}  \tag{3.41c}\\
& H_{3}: S a_{x_{j} x_{k}}^{i}=-a_{x_{j} x_{k}}^{i}  \tag{3.41~d}\\
& H_{4}: S a_{x_{0} x_{j}}^{i}=-a_{x_{0} x_{j}}^{i}+a_{x_{\ell}}^{i} a_{x_{j}}^{\ell}+a_{x_{\ell} x_{j}}^{i} a_{\emptyset}^{\ell}  \tag{3.41e}\\
& H_{4}: S a_{x_{j} x_{0}}^{i}=-a_{x_{j} x_{0}}^{i}+a_{x_{j} x_{\ell}}^{i} a_{\emptyset}^{\ell}  \tag{3.41f}\\
& H_{4}: S a_{x_{j} x_{k} x_{l}}^{i}=-a_{x_{j} x_{k} x_{l}}^{i}  \tag{3.41~g}\\
& H_{5}: S a_{x_{0}^{2}}^{i}=-a_{x_{0}^{2}}^{i}-\left(S a_{x_{\ell}}^{i}\right) a_{x_{0}}^{\ell}-\left(S a_{x_{\ell} x_{0}}^{i}\right) a_{\emptyset}^{\ell}-\left(S a_{x_{0} x_{\ell}}^{i}\right) a_{\emptyset}^{\ell}- \\
&\left(S a_{x_{\ell} x_{\nu}}^{i}\right) a_{\emptyset}^{\ell} a_{\emptyset}^{\nu} \\
&=- a_{x_{0}^{2}}^{i}-\left(-a_{x_{\ell}}^{i}\right) a_{x_{0}}^{\ell}-\left(-a_{x_{\ell} x_{0}}^{i}+a_{x_{\ell} x_{\nu}}^{i} a_{\emptyset}^{*}\right) a_{\emptyset}^{\ell}- \\
&\left.\left(-a_{x_{0} x_{\ell}}^{i}+a_{x_{\nu}}^{i} a_{x_{\ell}}^{\nu}+a_{x_{\nu} x_{\ell}}^{i} a_{\emptyset}^{\nu}\right) a_{\emptyset}^{\ell}-\frac{\left(-a_{x_{\ell} x_{\nu}}^{i}\right.}{i}\right) a_{\emptyset}^{\ell} a_{\emptyset}^{\nu} \\
&=-a_{x_{0}^{2}}^{i}+a_{x_{\ell}}^{i} a_{x_{0}}^{\ell}+a_{x_{\ell} x_{0}}^{i} a_{\emptyset}^{\ell}+a_{x_{0} x_{\ell}}^{i} a_{\emptyset}^{\ell}-a_{x_{\nu}}^{i} a_{x_{\ell}}^{\nu} a_{\emptyset}^{\ell}-
\end{align*}
$$

$$
\begin{equation*}
a_{x_{\nu} x_{\ell}}^{i} a_{\emptyset}^{\nu} a_{\emptyset}^{\ell} \tag{3.41h}
\end{equation*}
$$

where $i, j, k, l=1,2, \ldots m$. The explicit calculations for $S a_{x_{0}^{2}}^{i}$ are shown above to display the inter-term cancellation. This is the same phenomenon observed for the classical Faà di Bruno Hopf algebra presented in Section 2.6. As with that Hopf algebra, the right antipode formula here is also known to be cancellation free and thus is preferred for calculations. Finally, it should be noted when $m=1$, i.e., the single-input, single-output case, that all the summations above vanish.

Example 3.32 Consider a linear time-invariant system with an $m \times m$ transfer function $H(s)$ and state space realization $(A, B, C)$. The corresponding components of the linear generating series are $c_{i}=$ $\sum_{k \geq 0} \sum_{j=1}^{m}\left(c_{i}, x_{0}^{k} x_{j}\right) x_{0}^{k} x_{j}$, where $\left(c_{i}, x_{0}^{k} x_{j}\right)=C_{i} A^{k} B_{j}, k \geq 0$, and $C_{i}$, $B_{j}$ denote the $i$-th row of $C$ and the $j$-th column of $B$, respectively. The composition inverse of the return difference matrix $I+H(s)$ is computed directly as

$$
\left(I+C(s I-A)^{-1} B\right)^{-1}=I-C(s I-(A-B C))^{-1} B
$$

Therefore, it follows that

$$
\left(c_{i}^{-1}, x_{0}^{k} x_{j}\right)=-C_{i}(A-B C)^{k} B_{j}, \quad k \geq 0, \quad i, j=1,2, \ldots, m
$$

Expanding this product gives results which are consistent with the antipode formulas (3.41). For example,

$$
\begin{aligned}
\left(c_{i}^{-1}, x_{0} x_{j}\right) & =-C_{i}(A-B C) B_{j} \\
& =-C_{i} A B_{j}+C_{i} B C B_{j} \\
& =-C_{i} A B_{j}+\sum_{\ell=1}^{m} C_{i} B_{\ell} C_{\ell} B_{j} \\
& =-\left(c_{i}, x_{0} x_{j}\right)+\sum_{\ell=1}^{m}\left(c_{i}, x_{\ell}\right)\left(c_{\ell}, x_{j}\right) \\
& =\left(-a_{x_{0} x_{j}}^{i}+a_{x_{\ell}}^{i} a_{x_{j}}^{\ell}+a_{x_{\ell} x_{j}}^{i} a_{\emptyset}^{\ell}\right) c \\
& =\left(S a_{x_{0} x_{j}}^{i}\right) c
\end{aligned}
$$

where the fact that $\left(c, x_{\ell} x_{j}\right)=(c, \emptyset)=0$ has been used in the second to the last line.

A unity feedback system is one where the operator $F_{d}$ in Figure 3.15 is replaced with the identity map $F_{\delta}=I$. At first glance, it does not appear that the output feedback formula (3.36) will apply to this situation. However, if the loop generating series $-d \circ c$ in this formula is replaced with $-c$ this corresponds exactly to a unity feedback system, and the formula does render the correct closed-loop generating series. So introducing a slight abuse of notation, the generating series for a unity feedback system will be denoted by $c @ \delta:=c \tilde{o}(-c)_{\delta}^{-1}$, and it is evident from (3.32) that $c @ \delta=(-c)^{-1}$, and therefore, $c^{-1}=(-c) @ \delta$. That is, every inverse generating series can be viewed as coming from a unity feedback system.

Example 3.33 Let $c=\sum_{k \geq 0} k!x_{1}^{k}$. The generating series for the unity feedback system $c @ \delta=(-c)^{-1}$ is computed directly from (3.41). For example, the coefficients for all the degree four terms are:

$$
\begin{aligned}
\left((-c)^{-1}, x_{0} x_{1}\right) & =S a_{x_{0} x_{1}}(-c) \\
& =a_{x_{1}}\left(-x_{1}\right) a_{x_{1}}\left(-x_{1}\right)+a_{x_{1} x_{1}}\left(-2!x_{1} x_{1}\right) a_{\emptyset}(-1)=3 \\
\left((-c)^{-1}, x_{1} x_{0}\right) & =S a_{x_{1} x_{0}}(-c) \\
& =a_{x_{1} x_{1}}\left(-2!x_{1} x_{1}\right) a_{\emptyset}(-1)=2 \\
\left((-c)^{-1}, x_{1} x_{1} x_{1}\right) & =S a_{x_{1} x_{1} x_{1}}(-c) \\
& =-a_{x_{1} x_{1} x_{1}}\left(-3!x_{1} x_{1} x_{1}\right)=6 .
\end{aligned}
$$

Therefore, the polynomial

$$
a_{4}=6 x_{1}^{3}+3 x_{0} x_{1}+2 x_{1} x_{0}
$$

is comprised of all the degree 4 terms appearing in $c @ \delta$. Continuing in this way, $c @ \delta=\sum_{k \geq 1} a_{k}$, where

$$
\begin{aligned}
a_{1}= & 1 \\
a_{2}= & x_{1} \\
a_{3}= & 2 x_{1}^{2}+x_{0} \\
a_{4}= & 6 x_{1}^{3}+3 x_{0} x_{1}+2 x_{1} x_{0} \\
a_{5}= & 24 x_{1}^{4}+12 x_{0} x_{1}^{2}+8 x_{1} x_{0} x_{1}+6 x_{1}^{2} x_{0}+3 x_{0}^{2} \\
a_{6}= & 120 x_{1}^{5}+60 x_{0} x_{1}^{3}+40 x_{1} x_{0} x_{1}^{2}+30 x_{1}^{2} x_{0} x_{1}+24 x_{1}^{3} x_{0}+ \\
& 15 x_{0}^{2} x_{1}+12 x_{0} x_{1} x_{0}+8 x_{1} x_{0}^{2} .
\end{aligned}
$$

These are the Devlin polynomials. They are known to be related by the simple linear recursion

$$
\begin{equation*}
a_{n}=(n-1) a_{n-1} x_{1}+(n-2) a_{n-2} x_{0}, \quad n \geq 2, \tag{3.42}
\end{equation*}
$$

where $a_{0}=0$ and $a_{1}=1$.

In applications, generally the plant, modeled by $F_{c}$ in Figure 3.15 is fixed and the feedback law $F_{d}$ is considered variable. In which case, there is an underlying additive feedback transformation group in this setting.

Definition 3.8 For any fixed $c \in \mathbb{R}\langle\langle X\rangle\rangle$, define

$$
\mathcal{O}_{c}=\left\{e_{\delta} \in \delta+\mathbb{R}\langle\langle X\rangle\rangle: e_{\delta}=(d \circ c)_{\delta}, d \in \mathbb{R}\langle\langle X\rangle\rangle\right\}
$$

Theorem 3.31 For any fixed series $c \in \mathbb{R}\langle\langle X\rangle\rangle$, the triple $\left(\mathcal{O}_{c},+, \delta\right)$ defines an additive group, where

$$
e_{\delta}+e_{\delta}^{\prime}=(d \circ c)_{\delta}+\left(d^{\prime} \circ c\right)_{\delta}:=\left(\left(d+d^{\prime}\right) \circ c\right)_{\delta}
$$

for any $e_{\delta}=(d \circ c)_{\delta}, e_{\delta}^{\prime}=\left(d^{\prime} \circ c\right)_{\delta} \in \mathcal{O}_{c}$.
Proof: The claim follows directly from the left linearity of the composition product on the $\mathbb{R}$-vector space $\mathbb{R}\langle\langle X\rangle\rangle$.

The group $\left(\mathcal{O}_{c},+, \delta\right)$ is isomorphic to the additive transformation group described in the following theorem.

Theorem 3.32 The additive group $(\mathbb{R}\langle\langle X\rangle\rangle,+, 0)$ acts on the set $\mathbb{R}\langle\langle X\rangle\rangle$ as a right transformation group, where the action is given by the output feedback product. That is, $c @ 0=c$ and

$$
\left(c @ d_{1}\right) @ d_{2}=c @\left(d_{1}+d_{2}\right) .
$$

Proof: The first identity is trivial. For the second, two algebraic facts are needed. First, as described in Lemma 3.7, the composition inverse is defined in terms of a Hopf algebra antipode, $S$, using the group $(\delta+\mathbb{R}\langle\langle X\rangle\rangle, \circ, \delta)$. Such an $S$ is always an antihomomorphism for both the algebra and the coalgebra structures on $H$, for example, $S\left(a_{1} a_{2}\right)=$ $S\left(a_{2}\right) S\left(a_{1}\right), \forall a_{1}, a_{2} \in H$. Therefore, it follows directly that $\left(c_{\delta} \circ d_{\delta}\right)^{-1}=$ $d_{\delta}^{-1} \circ c_{\delta}^{-1}$. Second, from Lemma 3.4, item 6, recall that

$$
c \circ\left(d \tilde{o} e_{\delta}\right)=(c \circ d) \tilde{o} e_{\delta} .
$$

Proceeding with the calculation, it follows by definition of the output feedback product and the fact that $(\mathbb{R}\langle\langle X\rangle\rangle, \circ, \delta)$ is known to act as a right transformation on $\mathbb{R}\langle\langle X\rangle\rangle$ via the product $c \tilde{o} d_{\delta}$ that

$$
\begin{aligned}
\left(c @ d_{1}\right) & @ d_{2} \\
& =\left(c \tilde{\circ}\left(-d_{1} \circ c\right)_{\delta}^{-1}\right) @ d_{2} \\
& =\left(c \tilde{o}\left(-d_{1} \circ c\right)_{\delta}^{-1}\right) \tilde{o}\left(-d_{2} \circ\left(c \tilde{o}\left(-d_{1} \circ c\right)_{\delta}^{-1}\right)\right)_{\delta}^{-1} \\
& =c \tilde{o}\left[\left(-d_{1} \circ c\right)_{\delta}^{-1} \circ\left(-d_{2} \circ\left(c \tilde{o}\left(-d_{1} \circ c\right)_{\delta}^{-1}\right)\right)_{\delta}^{-1}\right] .
\end{aligned}
$$

Now apply the first fact stated above, the definition of the group product on $\delta+\mathbb{R}\langle\langle X\rangle\rangle$, and the second fact in this order to get

$$
\begin{aligned}
\left(c @ d_{1}\right) @ d_{2}= & c \tilde{\circ}\left[\left(-d_{2} \circ\left(c \tilde{\circ}\left(-d_{1} \circ c\right)_{\delta}^{-1}\right)\right)_{\delta} \circ\right. \\
& \left.\left(-d_{1} \circ c\right)_{\delta}\right]^{-1} \\
= & c \tilde{\circ}\left[\left(-d_{1} \circ c\right)+\left(-d_{2} \circ\left(c \tilde{\circ}\left(-d_{1} \circ c\right)_{\delta}^{-1}\right)\right) \tilde{o}\right. \\
& \left.\left(-d_{1} \circ c\right)_{\delta}\right]_{\delta}^{-1} \\
= & c \tilde{\circ}\left[\left(-d_{1} \circ c\right)+\left(\left(-d_{2} \circ c\right) \tilde{\circ}\left(-d_{1} \circ c\right)_{\delta}^{-1}\right) \tilde{\circ}\right. \\
& \left.\left(-d_{1} \circ c\right)_{\delta}\right]_{\delta}^{-1} .
\end{aligned}
$$

Finally, just simplify the result using properties already stated so that

$$
\begin{aligned}
\left(c @ d_{1}\right) @ d_{2}= & c \tilde{\circ}\left[\left(-d_{1} \circ c\right)+\left(-d_{2} \circ c\right) \tilde{\circ}\left(\left(-d_{1} \circ c\right)_{\delta}^{-1} \circ\right.\right. \\
& \left.\left.\left(-d_{1} \circ c\right)_{\delta}\right)\right]_{\delta}^{-1} \\
= & \left.c \tilde{\circ}\left(-\left(d_{1}+d_{2}\right) \circ c\right)\right)_{\delta}^{-1} \\
= & c @\left(d_{1}+d_{2}\right) .
\end{aligned}
$$

Example 3.34 Returning to the linear time-invariant case in Example 3.28 , the above theorem reduces to a simple identity concerning transfer functions. Namely, if $H$ is the transfer function for the plant and feedback $G_{1}$ is applied, then the closed-loop system has the transfer function

$$
H_{c l, 1}=H\left(I-G_{1} H\right)^{-1} .
$$

If a second feedback loop $G_{2}$ is then applied the resulting closed-loop transfer function is

$$
H_{c l, 2}=H_{c l, 1}\left(I-G_{2} H_{c l, 1}\right)^{-1}
$$

$$
=H\left(I-\left(G_{1}+G_{2}\right) H\right)^{-1} .
$$

Clearly, the second feedback loop will cancel the first feedback loop when $G_{2}=-G_{1}$. It is easy to see that $\left(I-\left(G_{1}+G_{2}\right) H\right)^{-1} \neq$ $\left(I-G_{1} H\right)^{-1}\left(I-G_{2} H\right)^{-1}$. Therefore, what is essentially a compositional group in Example 3.28 will not describe the output feedback transformation group consider here. Nevertheless, all inverse operations above are with respect to this composition group. So it is still an essential concept.

Finally, issues connected with convergence are addressed. As with the cascade connection, the main results will be stated along with illustrative examples, but the most difficult proofs will be left to the literature. The first theorem states that local convergence is preserved under the composition inverse. The radius of convergence for this operation is also given.

Theorem 3.33 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $c \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle /$ $\mathbb{R}_{G C}^{m}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$. If $b=c^{-1}$, then for every $\epsilon>0$

$$
\begin{equation*}
|(b, \eta)| \leq K_{b}\left(M_{b}+\epsilon\right)^{|\eta|}|\eta|!, \quad \eta \in X^{*}, \tag{3.43}
\end{equation*}
$$

for some $K_{b}>0$, where

$$
M_{b}=\frac{M_{c}}{1-m K_{c} \ln \left(1+\frac{1}{m K_{c}}\right)} .
$$

Therefore, $b \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$. Furthermore, if $K_{c}$ and $M_{c}$ are minimal, then no geometric growth constant smaller than $M_{b}$ can satisfy (3.43), and thus, the radius of convergence of the composition inverse operation is

$$
\frac{1}{M_{c}(m+1)}\left[1-m K_{c} \ln \left(1+\frac{1}{m K_{c}}\right)\right] .
$$

Example 3.35 In Example 3.33 it was shown that if $c=\sum_{k \geq 0} k!x_{1}^{k}$ then $(-c)^{-1}=\sum_{k \geq 0} a_{k}$, where $a_{k}$ are the Devlin polynomials. Define the integer sequence

$$
b_{k}^{n}=\max _{\eta \in X^{n}}\left(a_{k}, \eta\right)
$$

corresponding to the largest coefficient in $a_{k}$ for a given word length $n$. A straightforward inductive argument using (3.42) (see Problem 3.7.8) yields the identity

$$
\begin{equation*}
b_{2 n+1}^{n}=\frac{(2 n)!}{2^{n} n!}=1 \cdot 3 \cdot 5 \cdots(2 n-1), \tag{3.44}
\end{equation*}
$$

which is usually denoted as the double factorial $(2 n-1)!!$. Note, in particular, that

$$
(2 n-1)!!=\operatorname{deg}(\mathbf{1}) \operatorname{deg}\left(x_{0}\right) \cdots \operatorname{deg}\left(x_{0}^{n-1}\right)
$$

This implies that the fastest growing subsequence of coefficients of $(-c)^{-1}$ with respect to word length corresponds to those coefficients attached to the words $x_{0}^{k}, k \geq 0$, since it is known in general that

$$
\left(a_{k}, x_{i_{1}} x_{i_{2}} \cdots x_{i_{n}}\right)=\prod_{j=1}^{n-1} \operatorname{deg}\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{j}}\right)
$$

when $k=\operatorname{deg}\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{n}}\right)$ and $n \geq 2$. Therefore, in light of Theorem 3.33 with $K_{c}=M_{c}=1$, it should be true that for some $K>0$

$$
(2 n-1)!!\leq K\left(\frac{1}{1-\log 2}\right)^{n} n!=K(3.25889 \ldots)^{n} n!
$$

for all $n \geq 1$. To see this is so, one can employ the well known identity

$$
(2 n-1)!!=\frac{1}{\pi} 2^{n} \Gamma\left(n+\frac{1}{2}\right)
$$

where $\Gamma$ denotes the gamma function. The claim is now evident since $\Gamma\left(n+\frac{1}{2}\right)<\Gamma(n+1)=n!$ for all $n=1,2, \ldots$.

Two immediate consequences of the previous theorem are the following.

Theorem 3.34 The triple $\left(\delta+\mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle, \circ, \delta\right)$ is a subgroup of the group $\left(\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle, \circ, \delta\right)$.

Proof: The set of generating series $\delta+\mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$ is closed under composition since the set $\mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$ is closed under addition and mixed composition (the proof is similar to that of Theorem 3.22). In light of Theorem 3.33, $\delta+\mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$ is also closed under inversion. Hence, the theorem is proved.

Theorem 3.35 If $c, d \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$, then $c @ d \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$.

Proof: Since the composition product, the mixed composition product, and the composition inverse all preserve local convergence, the claim follows directly from Theorem 3.28.

The radius of convergence of the output feedback product is given in the following theorem.

Theorem 3.36 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $c, d \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle /$ $\mathbb{R}_{G C}^{m}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>0$, respectively. If $e=c @ d$, then for every $\epsilon>0$

$$
\begin{equation*}
|(e, \eta)| \leq K_{e}\left(M_{e}+\epsilon\right)^{|\eta|}|\eta|!, \quad \eta \in X^{*}, \tag{3.45}
\end{equation*}
$$

for some $K_{e}>0$, where

$$
M_{e}=\frac{1}{\int_{0}^{1 / M_{c}} \frac{W(\exp (f(z)))}{1+W(\exp (f(z)))} d z}
$$

and

$$
f(z)=\frac{1-M_{d} z}{m K_{d}}+\ln \left(\frac{\left(1-M_{c} z\right)^{\frac{K_{c} M_{d}}{K_{d} M_{c}}}}{m K_{d}}\right) .
$$

Furthermore, if $K_{c}, M_{c}, K_{d}$ and $M_{d}$ are minimal, then no geometric growth constant smaller than $M_{e}$ can satisfy (3.45), and thus, the radius of convergence of $e=c @ d$ is

$$
\begin{equation*}
\frac{1}{(m+1)}\left[\int_{0}^{1 / M_{c}} \frac{W(\exp (f(z)))}{1+W(\exp (f(z)))} d z\right] \tag{3.46}
\end{equation*}
$$

Example 3.36 Suppose $X=\left\{x_{0}, x_{1}\right\}$. Recall from Example 3.14 that if $c$ is a locally maximal series with growth constants $K_{c}, M_{c}$ then

$$
y=F_{c}[u]=\frac{K_{c}}{1-M_{c} E_{x_{0}+x_{1}}[u]} .
$$

Setting $z_{1}=y$ and computing the derivative gives directly a state space realization for this input-output system, namely,

$$
\begin{aligned}
\dot{z_{1}} & =\frac{M_{c}}{K_{c}} z_{1}^{2}(1+u), \quad z_{1}(0)=K_{c} \\
y & =z_{1} .
\end{aligned}
$$



Fig. 3.17. Zero-input response of feedback system in Example 3.36

An analogous realization exists for $F_{d}$ if $d$ is locally maximal. If these two systems are now interconnected as shown in Figure 3.15, then a realization for the closed-loop system $F_{c @ d}$ is

$$
\begin{align*}
\dot{z}_{1} & =\frac{M_{c}}{K_{c}} z_{1}^{2}\left(1+z_{2}+u\right), \quad z_{1}(0)=K_{c}  \tag{3.47a}\\
\dot{z}_{2} & =\frac{M_{d}}{K_{d}} z_{2}^{2}\left(1+z_{1}\right), \quad z_{2}(0)=K_{d}  \tag{3.47b}\\
y & =z_{1} . \tag{3.47c}
\end{align*}
$$

A numerical simulation of (3.47) with $K_{c}=1, M_{c}=2, K_{d}=3$ and $M_{d}=4$ and $u=0$ gives the response shown in Figure 3.17. There is a finite escape time at $t_{\text {esc }} \approx 0.0723$. As discussed earlier for the parallel and cascade connections, it is known that the zero input response of locally maximal series defines the radius of convergence for the corresponding connection. The same is true here. Numerically integrating (3.46) for this case gives $t_{e s c}=0.0723$ as expected.

The following corollary gives the radius of convergence for a unity feedback system.

Corollary 3.4 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $c \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle /$ $\mathbb{R}_{G C}^{m}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$. If $e=c @ \delta$, then for
every $\epsilon>0$

$$
|(e, \eta)| \leq K_{e}\left(M_{e}+\epsilon\right)^{|\eta|}|\eta|!, \quad \eta \in X^{*}
$$

for some $K_{e}>0$, where

$$
\begin{equation*}
M_{e}=\frac{M_{c}}{1-m K_{c} \ln \left(1+\frac{1}{m K_{c}}\right)} . \tag{3.48}
\end{equation*}
$$

Furthermore, if $K_{c}$ and $M_{c}$ are minimal, then no geometric growth constant smaller than $M_{e}$ is possible, and thus, the radius of convergence of $e=c @ \delta$ is

$$
\frac{1}{M_{c}(m+1)}\left[1-m K_{c} \ln \left(1+\frac{1}{m K_{c}}\right)\right] .
$$

The next corollary is useful for the convergence analysis of unity feedback systems having analytic inputs.

Corollary 3.5 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $c \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle /$ $\mathbb{R}_{G C}^{m}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$. Assume $e=c @ \delta$ and let $M_{e}$ be as defined in (3.48). If $c_{u} \in \mathbb{R}_{L C}^{m}\left[\left[X_{0}\right]\right] / \mathbb{R}_{G C}^{m}\left[\left[X_{0}\right]\right]$ with growth constants $K_{c_{u}}, M_{c_{u}}>0$ and $c_{y}=e \circ c_{u}$, then for every $\epsilon>0$

$$
\left|\left(c_{y}, x_{0}^{k}\right)\right| \leq K_{c_{y}}\left(M_{c_{y}}+\epsilon\right)^{k} k!, k \geq 0
$$

for some $K_{c_{y}}>0$, where

$$
M_{c_{y}}=\frac{M_{c_{u}}}{1-m K_{c_{u}} W\left(\frac{1}{m K_{c_{u}}} \exp \left(\frac{M_{e}-M_{c_{u}}}{m K_{c_{u}} M_{e}}\right)\right)}
$$

Thus, the interval of convergence for the output $y=F_{c_{y}}[u]$ is at least as large as $T=1 / M_{c_{y}}$.

Proof: The proof is an immediate consequence of Corollaries 3.3 and 3.4.

Example 3.37 Let $X=\left\{x_{0}, x_{1}\right\}$. Suppose $e=c @ \delta$, where $c$ is a locally maximal series with growth constants $K_{c}, M_{c}>0$. The zeroinput response of the feedback system is described by the solution of the state space system


Fig. 3.18. Zero-input response of feedback system in Example 3.37

$$
\begin{aligned}
\dot{z} & =\frac{M_{c}}{K_{c}}\left(z^{2}+z^{3}\right), \quad z(0)=K_{c} \\
y & =z
\end{aligned}
$$

Numerical solutions of this system are shown in Figure 3.18 when $K_{c}=$ $M_{c}=1$ and when $K_{c}=4, M_{c}=0.5$. As expected from Corollary 3.4, the respective finite escape times are $t_{\text {esc }}=1-\ln (2) \approx 0.3069$ and $t_{\text {esc }}=2(1-4 \log (5 / 4)) \approx 0.2149$.

Example 3.38 Let $X=\left\{x_{0}, x_{1}\right\}$ and consider the case where $e=c @ \delta$ with $c=\sum_{n \geq 0} n!x_{1}^{n}$. In comparison to the previous example, $c$ has most of its coefficients equal to zero. Therefore, it is likely that the output will be finite over a longer interval. The zero-input response of the unity feedback system is described by the solution of

$$
\begin{aligned}
& \dot{z}=z^{3}, \quad z(0)=1 \\
& y=z .
\end{aligned}
$$

Therefore, $y(t)=1 / \sqrt{1-2 t}$ is finite up to $t=0.5$, which is longer than the finite escape time of $t_{\text {esc }}=0.3069$ obtained in the previous example.

The next example illustrates an important distinction between the feedback connection and all previous interconnections considered, namely, feedback does not preserve global convergence.

Example 3.39 Consider a feedback interconnection involving the globally convergent series $c=x_{1}$ and $d=\sum_{k \geq 0} x_{1}^{k}$. Setting $z_{1}=$ $F_{c}[u]=E_{x_{1}}[u]$ and $z_{2}=F_{d}[u]=\exp \left[E_{x_{1}}[u]\right]$, it is clear that $\dot{z}_{1}=u$ and $\dot{z}_{2}=z_{2} u$. In which case, $F_{c @ d}$ has the state space realization

$$
\begin{aligned}
\dot{z}_{1} & =z_{2}+u, \quad z_{1}(0)=0 \\
\dot{z}_{2} & =z_{1} z_{2}, \quad z_{2}(0)=1 \\
y & =z_{1} .
\end{aligned}
$$

Setting $u=0, y$ satisfies the initial value problem $\ddot{y}-\dot{y} y=0, y(0)=0$, $\dot{y}(0)=1$, which has the solution

$$
\begin{aligned}
y(t) & =\sqrt{2} \tan \left(\frac{t}{\sqrt{2}}\right)=\sum_{k=1}^{\infty}(-1)^{k-1} 2^{k}\left(2^{2 k-1}\right) \frac{B_{2 k}}{k} \frac{t^{2 k-1}}{(2 k-1)!} \\
& =t+\frac{t^{3}}{3!}+4 \frac{t^{5}}{5!}+34 \frac{t^{7}}{7!}+496 \frac{t^{9}}{9!}+\cdots
\end{aligned}
$$

for $0 \leq t<\pi / \sqrt{2} \approx 2.2214$, where $B_{k}$ denotes the $k$-th Bernoulli number. A numerical simulation of the state space realization confirms a finite escape time at $t_{\text {esc }}=2.2214$. Hence, the closed-loop system is not globally convergent.

While global convergence is not preserved under feedback, there is no doubt in light of Theorem 3.35 that the closed-loop system still has a locally convergent generating series. It stands to reason that the radius of convergence in this case might be larger than that given by Theorem 3.36 since stronger growth bound have been imposed on the generating series of the component systems. The first theorem describes the radius of convergence of the feedback connection of two globally convergent subsystems with Gevrey order $s=0$. Then the unity feedback case is presented as a corollary. It is easy to directly compare radii of convergence in this latter case as illustrated by an example.


Fig. 3.19. Zero-input response of feedback system in Example 3.40

Theorem 3.37 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $c, d \in \mathbb{R}_{G C}^{m}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>0$, respectively, and Gevrey order $s=0$. If $e=c @ d$, then for every $\epsilon>0$

$$
\begin{equation*}
|(e, \eta)| \leq K_{e}\left(M_{e}+\epsilon\right)^{|\eta|}|\eta|!, \quad \eta \in X^{*}, \tag{3.49}
\end{equation*}
$$

for some $K_{e}>0$, where

$$
\begin{equation*}
M_{e}=\frac{1}{\int_{0}^{\infty} \frac{1}{1+W(\exp (f(z)))} d z}, \tag{3.50}
\end{equation*}
$$

and

$$
f(z)=\frac{m K_{c} M_{d}}{M_{c}}\left(\exp \left(M_{c} z\right)-1\right)+M_{d} z+m K_{d}+\ln \left(m K_{d}\right) .
$$

Furthermore, if $K_{c}, M_{c}, K_{d}$, and $M_{d}$ are minimal, then no geometric growth constant smaller than $M_{e}$ can satisfy (3.49), and thus, the radius of convergence of $e=c @ d$ is

$$
\begin{equation*}
\frac{1}{(m+1)}\left[\int_{0}^{\infty} \frac{1}{1+W(\exp (f(z)))} d z\right] \tag{3.51}
\end{equation*}
$$

Example 3.40 Suppose $X=\left\{x_{0}, x_{1}\right\}$. Recall from Example 3.21 that a maximal series with Gevrey order $s=0$ and growth constants $K_{c}, M_{c}$ yields the Fliess operator

$$
y=F_{c}[u]=K_{c} \exp \left(M_{c} E_{x_{0}+x_{1}}[u]\right) .
$$

Setting $z_{1}=y$ gives directly the state space realization

$$
\begin{aligned}
\dot{z}_{1} & =M_{c} z_{1}(1+u), \quad z_{1}(0)=K_{c} \\
y & =z_{1} .
\end{aligned}
$$

Therefore, the feedback interconnection of two such systems is realized by

$$
\begin{aligned}
\dot{z}_{1} & =M_{c} z_{1}\left(1+z_{2}+u\right), \quad z_{1}(0)=K_{c} \\
\dot{z}_{2} & =M_{d} z_{2}\left(1+z_{1}\right), \quad z_{2}(0)=K_{d} \\
y_{i} & =z_{1} .
\end{aligned}
$$

A numerical simulation of this system with growth constants $K_{c}=$ $1, M_{c}=2, K_{d}=3$ and $M_{d}=4$ gives the zero-input response shown in Figure 3.19. Numerical integration of (3.51) for this case gives $t_{\text {esc }}=$ 0.1570 as observed in the figure.

Corollary 3.6 Suppose $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $c \in \mathbb{R}_{G C}^{m}\langle\langle X\rangle\rangle$ with growth constants $K_{c}, M_{c}>0$ and Gevrey order $s=0$. If $e=c @ \delta$, then for every $\epsilon>0$

$$
\begin{equation*}
|(e, \eta)| \leq K_{e}\left(M_{e}+\epsilon\right)^{|\eta|}|\eta|!, \quad \eta \in X^{*}, \tag{3.52}
\end{equation*}
$$

for some $K_{e}>0$, where

$$
M_{e}=\frac{M_{c}}{\ln \left(1+\frac{1}{m K_{c}}\right)} .
$$

Furthermore, if $K_{c}$ and $M_{c}$ are minimal, then no geometric growth constant smaller than $M_{e}$ can satisfy (3.52), and thus, the radius of convergence of $e=c @ \delta$ is

$$
\frac{1}{M_{c}(m+1)}\left[\ln \left(1+\frac{1}{m K_{c}}\right)\right] .
$$



Fig. 3.20. Zero-input responses of the feedback system in Example 3.41

Proof: Set $K_{c}=K_{d}$ and $M_{c}=M_{d}$ in (3.50) and then evaluate directly.

Example 3.41 Suppose $X=\left\{x_{0}, x_{1}\right\}$. Let $e=c @ \delta$ with $c$ being a globally maximal series with growth constants $K_{c}, M_{c}$ and $s=0$. This is the global version of Example 3.37. The zero-input response of the unity feedback system is described by the solution of the state space system

$$
\begin{aligned}
& \dot{z}=M_{c}\left(z+z^{2}\right), \quad z(0)=K_{c} \\
& y=z .
\end{aligned}
$$

Numerically generated solutions of this system are shown in Figure 3.20 when $K_{c}=M_{c}=1$ and when $K_{c}=4, M_{c}=0.5$. From Corollary 3.6 the respective finite escape times are $t_{\text {esc }}=\ln (2) \approx 0.6931$ and $t_{\text {esc }}=2 \log (5 / 4) \approx 0.4463$. Note that these escape times are about twice that of the respective cases in Example 3.37. To see why this happens, observe that the geometric growth constant for the local case in Corollary 3.4 has the form $M_{e}=\alpha\left(K_{c}\right) M_{c}$, where

$$
\alpha\left(K_{c}\right)=\frac{1}{1-m K_{c} \ln \left(1+\frac{1}{m K_{c}}\right)},
$$

while for the global case in Corollary 3.6, $M_{e}=\gamma\left(K_{c}\right) M_{c}$, where

$$
\gamma\left(K_{c}\right)=\frac{1}{\ln \left(1+\frac{1}{m K_{c}}\right)} .
$$

In light of the series expansions about $K_{c}=\infty$ :

$$
\begin{aligned}
& \alpha\left(K_{c}\right)=\frac{4}{3}+2 K_{c}+O\left(\frac{1}{K_{c}}\right) \\
& \gamma\left(K_{c}\right)=\frac{1}{2}+K_{c}+O\left(\frac{1}{K_{c}}\right),
\end{aligned}
$$

the radius of convergence for the global case with $s=0$ is always about twice that for the local case, especially when $K_{c} \gg 1$.

Example 3.42 Suppose $X=\left\{x_{0}, x_{1}\right\}$ and consider the case where $e=c @ \delta$ with $c=\sum_{n \geq 0} x_{1}^{n}$. The series $c$ has the same growth constants $K_{c}=M_{c}=1$ as in Example 3.41 except most of its coefficients are zero. Thus, the zero-input response is expected to be finite over a longer interval. The zero-input response of the unity feedback system is described by the solution of

$$
\begin{aligned}
& \dot{z}=z^{2}, \quad z(0)=1 \\
& y=z .
\end{aligned}
$$

Therefore, $y(t)=1 /(1-t)$ is finite up to $t=1$, which exceeds the finite escape time of $t_{\text {esc }}=0.6931$ in the previous example.

Finally, a summary of the radii of convergence for all four elementary system interconnections is given in Table 3.2 for the case where the subsystems have only locally convergence generating series. The analogous summary for the globally convergent case is given in Table 3.3. Here the distinction is made between the composite system having a globally convergent generating series in the sense of (3.11) (GC) versus having only the corresponding operator being globally convergent.

Table 3.2. Radii of convergence for connections of only locally convergent systems

| connection | $c, d \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle / \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ | source |
| :---: | :---: | :---: |
| parallel | $\frac{1}{\max \left\{M_{c}, M_{d}\right\}(m+1)}$ | Theorem 3.15 |
| product | $\frac{1}{\max \left\{M_{c}, M_{d}\right\}(m+1)}$ | Theorem 3.16 |
| $\begin{gathered} \text { cascade } \\ (\ell=m \\ \text { for } d) \end{gathered}$ | $\frac{1}{M_{d}(m+1)}\left[1-m K_{d} W\left(\frac{1}{m K_{d}} \exp \left(\frac{M_{c}-M_{d}}{m K_{d} M_{c}}\right)\right)\right]$ | Theorem 3.22 |
| feedback $(\ell=m)$ | $\begin{gathered} \frac{1}{(m+1)} \int_{0}^{1 / M_{c}} \frac{W(\exp (f(z)))}{1+W(\exp (f(z)))} d z \\ f(z)=\frac{1-M_{d} z}{m K_{d}}+\ln \left(\frac{\left(1-M_{c} z z \frac{K_{c} M_{d}}{K_{d} M_{c}}\right.}{m K_{d}}\right) \end{gathered}$ | Theorem 3.36 |
| unity <br> feedback ( $\ell=m$ ) | $\frac{1}{M_{c}(m+1)}\left[1-m K_{c} \ln \left(1+\frac{1}{m K_{c}}\right)\right]$ | Corollary 3.4 |

Table 3.3. Radii of convergence for connections of globally convergent systems

| connection | $c, d \in \mathbb{R}_{G C}^{\ell}\langle\langle X\rangle\rangle$ | source |
| :---: | :---: | :---: |
| parallel | $\infty$ (GC) | Theorem 3.13 |
| product | $\infty$ (GC) | Theorem 3.13 |
| $\begin{gathered} \text { cascade } \\ (\ell=m \text { for } d) \end{gathered}$ | $\infty$ | Theorem 3.23 |
| feedback $(\ell=m, s=0)$ | $\begin{aligned} & \frac{1}{(m+1)} \int_{0}^{\infty} \frac{1}{1+W(\exp (f(z)))} d z \\ & f(z)=\frac{m K_{c} M_{d}}{M_{c}}\left(\exp \left(M_{c} z\right)-1\right)+M_{d} z \\ & +m K_{d}+\ln \left(m K_{d}\right) \end{aligned}$ | Theorem 3.37 |
| unity feedback $(\ell=m, s=0)$ | $\frac{1}{M_{c}(m+1)} \ln \left(1+\frac{1}{m K_{c}}\right)$ | Corollary 3.6 |

### 3.8 Formal Fliess Operators

All the focus up to this point has been on Fliess operators which have at least a locally convergent generating series. This provides for a well defined mapping from a ball of input functions in $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{0}+T\right]$ to a ball of output functions in $L_{\mathfrak{q}}^{\ell}\left[t_{0}, t_{0}+T\right]$. In this section, this requirement will be relaxed and instead, the class of formal Fliess operators will be defined without any reference to convergence. Theorem 3.19 motivates the approach, namely, that $F_{c}$ can be viewed as a mapping from the set
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of formal inputs, $\mathbb{R}^{m}\left[\left[X_{0}\right]\right]$, to the set of formal outputs, $\mathbb{R}^{\ell}\left[\left[X_{0}\right]\right]$, using the composition product. After all, the composition product of two series as induced by operator composition is well defined (summable) independent of whether its arguments are convergent in any sense. The following definition makes this notion precise.

Definition 3.9 The set of formal Fliess operators is the collection of mappings

$$
\mathscr{F}:=\left\{\mathbb{R}^{m}\left[\left[X_{0}\right]\right] \rightarrow \mathbb{R}^{\ell}\left[\left[X_{0}\right]\right]: c_{u} \mapsto c_{y}=c \circ c_{u}, c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle\right\} .
$$

As was shown in Theorem 3.5 for the locally convergent case, the generating series of a formal Fliess operator is unique. It should be noted from the onset, however, that the method of proof for Theorem 3.5 does not apply here. The piecewise constant test input $\bar{u}$ employed earlier is not in general characterized over $\left[t_{0}, t_{0}+T\right]$ by any single generating series, $c_{\bar{u}}$. Thus, a completely different approach is needed here.

Theorem 3.38 Let $c, d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$. If $c \circ c_{u}=d \circ c_{u}$ for all $c_{u} \in$ $\mathbb{R}^{m}\left[\left[X_{0}\right]\right]$ then $c=d$.

The following three lemmas are essential to the development of a proof. They recast the composition product in a different light, showing more of its combinatoric nature. (This approach will also be useful in Chapter 5 for defining Chen series.)

Lemma 3.8 Let $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ and $c_{u} \in \mathbb{R}^{m}\left[\left[X_{0}\right]\right]$. Then for any $n \geq 0$

$$
\left(c \circ c_{u}, x_{0}^{n}\right)=\left(c, x_{0}^{n}\right)+\sum_{k=1}^{n} \sum_{\substack{i_{1}, \ldots, i_{k}=1 \\ j_{1}, \ldots, j_{k}=0}}^{m, n}\left(c, \bar{P}_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)\right)\left(c_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(c_{u_{i_{k}}}, x_{0}^{j_{k}}\right),
$$

where $c_{u_{i}}$ is the $i$-th component series of $c_{u}$ and

$$
\bar{P}_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)=\sum_{n_{0}, \ldots, n_{k}=0}^{\infty} \chi_{n_{0} \cdots n_{k}}^{j_{1} \cdots j_{k}}(n) x_{0}^{n_{k}} x_{i_{k}} \cdots x_{0}^{n_{1}} x_{i_{1}} x_{0}^{n_{0}}
$$

is a polynomial with coefficients

$$
\begin{aligned}
& \chi_{n_{0} \cdots n_{k}}^{j_{1} \cdots j_{k}}(n) \\
& \quad=\left(x_{0}^{n_{k}+1}\left[x_{0}^{j_{k}} ш\left[x_{0}^{n_{k-1}+1}\left[x_{0}^{j_{k-1}} ш \cdots x_{0}^{n_{1}+1}\left[x_{0}^{j_{1}} ш x_{0}^{n_{0}}\right] \cdots\right]\right]\right], x_{0}^{n}\right) .
\end{aligned}
$$

Clearly, $\chi_{n_{0} \cdots n_{k}}^{j_{1} \cdots j_{k}}(n)=0$ whenever $n_{0}+n_{1}+\cdots+n_{k}+k+j_{1}+j_{2}+$ $\cdots j_{k} \neq n$. So $\bar{P}_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)$ is homogeneous of degree $n-j$, where $j:=$ $j_{1}+j_{2}+\cdots+j_{k}$ when $k \leq n-j$, and $\bar{P}_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)=0$ when $k>n-j$.

Proof: From the definition of the composition product,

$$
\begin{align*}
\left(c \circ c_{u}, x_{0}^{n}\right) & =\sum_{\eta \in X^{*}}(c, \eta)\left(\eta \circ c_{u}, x_{0}^{n}\right) \\
& =\left(c, x_{0}^{n}\right)+\sum_{k=1}^{\infty} \sum_{\eta \in \Gamma_{k}}(c, \eta)\left(\eta \circ c_{u}, x_{0}^{n}\right), \tag{3.53}
\end{align*}
$$

where

$$
\Gamma_{k}:=\left\{\xi \in X^{*}: \sum_{j=1}^{m}|\xi|_{x_{j}}=k\right\} .
$$

Let $\eta$ be any word in $\Gamma_{k}$. Substitute $c_{u}=\sum_{j \geq 0}\left(c_{u}, x_{0}^{j}\right)$ componentwise into the following expression and use the $\mathbb{R}$-linearity of the shuffle product:

$$
\begin{aligned}
& \left(\eta \circ c_{u}, x_{0}^{n}\right) \\
& =\left(\left(x_{0}^{n_{k}} x_{i_{k}} \cdots x_{0}^{n_{1}} x_{i_{1}} x_{0}^{n_{0}}\right) \circ c_{u}, x_{0}^{n}\right) \\
& =\left(x_{0}^{n_{k}+1}\left[c_{u_{i_{k}}} ш\left[x_{0}^{n_{k-1}+1}\left[c_{u_{i_{k-1}}} ш \cdots x_{0}^{n_{1}+1}\left[c_{u_{i_{1}}} ш x_{0}^{n_{0}}\right] \cdots\right]\right]\right], x_{0}^{n}\right) \\
& =\sum_{j_{1}, \ldots, j_{k}=0}^{\infty}\left(x_{0}^{n_{k}+1}\left[x_{0}^{j_{k}} ш\left[x_{0}^{n_{k-1}+1}\left[x_{0}^{j_{k-1}} ш \cdots x_{0}^{n_{1}+1}\left[x_{0}^{j_{1}} ш x_{0}^{n_{0}}\right] \cdots\right]\right]\right], x_{0}^{n}\right) \\
& \\
& \left(c_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(c_{u_{i_{k}}}, x_{0}^{j_{k}}\right) \\
& =\sum_{j_{1}, \ldots, j_{k}=0}^{\infty} \chi_{n_{0} \cdots n_{k}}^{j_{1} \cdots j_{k}}(n)\left(c_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(c_{u_{i_{k}}}, x_{0}^{j_{k}}\right) .
\end{aligned}
$$

Finally, substitute the above identity in equation (3.53)

$$
\begin{aligned}
& \left(c \circ c_{u}, x_{0}^{n}\right) \\
& \quad=\left(c, x_{0}^{n}\right)+\sum_{\substack{k=1}}^{\infty} \sum_{\substack{i_{1}, \ldots, i_{k}=1 \\
j_{1}, \ldots, j_{k} \geq 0 \\
n_{0}, \ldots, n_{k} \geq 0}}^{m}\left(c, x_{0}^{n_{k}} x_{i_{k}} \cdots x_{0}^{n_{1}} x_{i_{1}} x_{0}^{n_{0}}\right) \chi_{n_{0} \cdots n_{k}}^{j_{1} \cdots j_{k}}(n) \\
& \quad\left(c_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(c_{u_{i_{k}}}, x_{0}^{j_{k}}\right)
\end{aligned}
$$

$$
=\left(c, x_{0}^{n}\right)+\sum_{k=1}^{n} \sum_{\substack{i_{1}, \ldots, i_{k}=1 \\ j_{1}, \ldots, j_{k}=0}}^{m, n}\left(c, \bar{P}_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)\right)\left(c_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(c_{u_{i_{k}}}, x_{0}^{j_{k}}\right),
$$

and the lemma is proved.
An alternative identity for $\left(c \circ c_{u}, x_{0}^{n}\right)$ can be deduced from the one in Lemma 3.8 by introducing an ordering on the coefficients $\left(c_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(c_{u_{i_{k}}},,_{0}^{j_{k}}\right)$. For each $k \geq 1$ define the set of $2 \times k$ matrices

$$
\begin{aligned}
& S_{k}=\left\{\left(\begin{array}{llll}
j_{1} & j_{2} & \ldots & j_{k} \\
i_{1} & i_{2} & \ldots & i_{k}
\end{array}\right): 1 \leq i_{l} \leq m, j_{l} \geq 0\right. \\
&\left.(1,0) \leq\left(i_{1}, j_{1}\right) \leq \cdots \leq\left(i_{k}, j_{k}\right)\right\}
\end{aligned}
$$

where" $\leq "$ denotes the lexicographic order on the set $\{(i, j): i, j \in$ $\left.\mathbb{N}_{0}\right\}$. Define the positive integers $s_{1}, \ldots, s_{p}$ for a given element of $S_{k}$ by

$$
\left(\begin{array}{llll}
j_{1} & j_{2} & \ldots & j_{k} \\
i_{1} & i_{2} & \ldots & i_{k}
\end{array}\right)=\left(\begin{array}{llll}
\beta_{1} \cdots \beta_{1} & \beta_{2} \cdots \beta_{2} & \cdots & \beta_{p} \cdots \beta_{p} \\
\underbrace{\alpha_{1} \cdots \alpha_{1}}_{s_{1}} & \underbrace{\alpha_{2} \cdots \alpha_{2}}_{s_{2}} & \cdots & \underbrace{\alpha_{p} \cdots \alpha_{p}}_{s_{p}}
\end{array}\right) .
$$

Using this ordering, the lemma below follows naturally.
Lemma 3.9 Let $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ and $c_{u} \in \mathbb{R}^{m}\left[\left[X_{0}\right]\right]$. Then

$$
\begin{aligned}
\left(c \circ c_{u}, x_{0}^{n}\right)= & \left(c, x_{0}^{n}\right)+\sum_{k=1}^{n} \sum_{S_{k}} \frac{1}{s_{1}!\cdots s_{p}!}\left(c, P_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)\right) \\
& \left(c_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(c_{u_{i_{k}}}, x_{0}^{j_{k}}\right),
\end{aligned}
$$

where the inner sum is taken over all elements of $S_{k}$ such that $k+j \leq n$ and

$$
P_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n):=\sum_{\sigma \in \Pi_{k}} \bar{P}_{i_{\sigma(1)} \cdots i_{\sigma(k)}}^{j_{\sigma(1)} \cdots j_{j(k)}}(n) .
$$

Here $\Pi_{k}$ denotes the permutation group defined on the set $\{1,2, \ldots, k\}$.
Proof: This new expression follows from Lemma 3.8 by grouping the terms related by permutation.

Example 3.43 Consider the single-input, single-output case so that $X=\left\{x_{0}, x_{1}\right\}$ and $\ell=1$. Here the lower indices of $\bar{P}$ and $P$ are such that $i_{1} \cdots i_{k}=1 \cdots 1$ in every case, so they are suppressed in the notation. For $k=3$, the first few polynomials $P^{j_{1} j_{2} j_{3}}(n)$ are written below in terms of the polynomials $\bar{P}^{j_{1} j_{2} j_{3}}(n)$ using the definition:

$$
\begin{aligned}
P^{j_{1} j_{2} j_{3}}(n)= & \bar{P}^{j_{1} j_{2} j_{3}}(n)+\bar{P}^{j_{1} j_{3} j_{2}}(n)+\bar{P}^{j_{2} j_{1} j_{3}}(n)+ \\
& \bar{P}^{j_{2} j_{3} j_{1}}(n)+\bar{P}^{j_{3} j_{1} j_{2}}(n)+\bar{P}^{j_{3} j_{2} j_{1}}(n) .
\end{aligned}
$$

For example,

$$
\begin{aligned}
& P^{000}(n)=3!\bar{P}^{000}(n) \\
& P^{001}(n)=2!\left(\bar{P}^{001}(n)+\bar{P}^{010}(n)+\bar{P}^{100}(n)\right) \\
& P^{011}(n)=2!\left(\bar{P}^{011}(n)+\bar{P}^{101}(n)+\bar{P}^{110}(n)\right) \\
& P^{111}(n)=3!\bar{P}^{111}(n) .
\end{aligned}
$$

A more compact form of the above identity is possible if one associates a family of polynomials in $\mathbb{R}\langle X\rangle$ with each $c_{u} \in \mathbb{R}^{m}\left[\left[X_{0}\right]\right]$ :

$$
\begin{equation*}
P_{c_{u}}(n):=x_{0}^{n}+\sum_{k=1}^{n} \sum_{S_{k}} \frac{1}{s_{1}!\cdots s_{p}!} P_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)\left(c_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(c_{u_{i_{k}}}, x_{0}^{j_{k}}\right), \tag{3.54}
\end{equation*}
$$

$n \geq 0$. Clearly, $\operatorname{deg}\left(P_{c_{u}}(n)\right)=n$ and

$$
\left(c \circ c_{u}, x_{0}^{n}\right)=\left(c, P_{c_{u}}(n)\right), \quad n \geq 0
$$

Therefore,

$$
c \circ c_{u}=\sum_{n=0}^{\infty}\left(c, P_{c_{u}}(n)\right) x_{0}^{n} .
$$

Example 3.44 Continuing the previous example, it follows directly from the definition of $P_{c_{u}}(n)$ that

$$
\begin{aligned}
& P_{c_{u}}(0)=1 \\
& P_{c_{u}}(1)=x_{0}+x_{1}\left(c_{u}, \emptyset\right) \\
& P_{c_{u}}(2)=x_{0}^{2}+x_{1}\left(c_{u}, x_{0}\right)+\left(x_{0} x_{1}+x_{1} x_{0}\right)\left(c_{u}, \emptyset\right)+x_{1}^{2}\left(c_{u}, \emptyset\right)^{2} \\
& P_{c_{u}}(3)=x_{0}^{3}+x_{1}\left(c_{u}, x_{0}^{2}\right)+\left(x_{0} x_{1}+2 x_{1} x_{0}\right)\left(c_{u}, x_{0}\right)+
\end{aligned}
$$

$$
\begin{aligned}
& 3 x_{1}^{2}\left(c_{u}, \emptyset\right)\left(c_{u}, x_{0}\right)+\left(x_{0}^{2} x_{1}+x_{1} x_{0}^{2}+x_{0} x_{1} x_{0}\right)\left(c_{u}, \emptyset\right)+ \\
& \left(x_{0} x_{1}^{2}+x_{1} x_{0} x_{1}+x_{1}^{2} x_{0}\right)\left(c_{u}, \emptyset\right)^{2}+x_{1}^{3}\left(c_{u}, \emptyset\right)^{3}
\end{aligned}
$$

The next lemma combined with the previous one provides the core argument for the uniqueness of the generating series of a formal Fliess operator.

Lemma 3.10 Let $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and $p \in \mathbb{R}[X]$. Define the corresponding generating function on $\mathbb{R}^{n}$

$$
f_{p}(z)=\sum_{\eta \in X^{*}}(p, \eta) \frac{z^{\eta}}{\eta!} .
$$

Then $f_{p}(z)=0$ for all $z \in \mathbb{R}^{n}$ if and only if $p=0$.
Proof: For any $\eta=x_{i_{1}} \cdots x_{i_{k}} \in X^{*}$ define the partial differentiation operator

$$
\frac{\partial^{\eta}}{\partial z^{\eta}}=\frac{\partial^{k}}{\partial z_{i_{1}} \partial z_{i_{2}} \cdots \partial z_{i_{k}}}
$$

Assume the support of $p$ is ordered. If $f_{p}(z)=0$ everywhere on $\mathbb{R}^{n}$ then it follows that

$$
\left.\frac{\partial^{\eta}}{\partial z^{\eta}} f_{p}(z)\right|_{z=0}=(p, \eta)=0, \quad \forall \eta \in \operatorname{supp}(p)
$$

Thus, $p=0$. The converse claim is trivial.
Proof of Theorem 3.38: Since $c \circ c_{u}=d \circ c_{u}$ is equivalent to $(c-d) \circ c_{u}=$ 0 , it is sufficient to prove that if $c \circ c_{u}=0$ for all $c_{u} \in \mathbb{R}^{m}\left[\left[X_{0}\right]\right]$ then $c=0$. From $c \circ 0=0$ it follows directly using Lemma 3.9 that $\left(c, x_{0}^{n}\right)=0$ for all $n \geq 0$. Thus, it is only necessary to show that $(c, \eta)=0$ for every $\eta \in \Gamma_{k}, k \geq 1$. This fact is proved by contradiction. That is, suppose $c \neq 0$ but $c \circ c_{u}=0$ for all $c_{u} \in \mathbb{R}^{m}\left[\left[X_{0}\right]\right]$. For any fixed $n \geq 1$, it is immediately evident from Lemma 3.9 that $\left(c \circ c_{u}, x_{0}^{n}\right)$ is a polynomial in the ordered variables $z_{\ell}:=\left(c_{u_{i}}, x_{0}^{j \ell}\right), \ell=1, \ldots, n$ with coefficients proportional to $\left(c, P_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)\right), k \leq n-j$. In which case,
an ordered alphabet can be introduced so that this polynomial can be represented exactly as $p$ in Lemma 3.10. Since $f_{p}(z)=\left(c \circ c_{u}, x^{n}\right)=0$ for any $z$ (i.e, any $c_{u}$ ), it follows from the lemma that

$$
\begin{equation*}
\left(c, P_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)\right)=0 \tag{3.55}
\end{equation*}
$$

for every $n \geq 1$ and any set of indices $\binom{j_{1} \cdots j_{k}}{i_{1} \cdots i_{k}} \in S_{k}$. This by itself, however, is not sufficient to conclude that $c=0$. Suppose there exists for some fixed $\bar{k} \geq 1$ a word $\eta_{0} \in \Gamma_{\bar{k}}$ such that $\left(c, \eta_{0}\right) \neq 0$. Define a corresponding language

$$
\Omega=\left\{\eta \in \Gamma_{\bar{k}}:|\eta|_{x_{i}}=\left|\eta_{0}\right|_{x_{i}}, i=0,1, \ldots, m\right\}
$$

which is comprised of all words which are permutations of the letters of $\eta_{0}$. With $\Omega$ one can associate a nonzero polynomial

$$
Q=\sum_{\eta \in \Omega}(c, \eta) \eta
$$

Observe for any $n \geq 0$ and $d_{u} \in \mathbb{R}^{m}\left[\left[X_{0}\right]\right]$ that

$$
\begin{aligned}
& \left(Q \circ d_{u}, x_{0}^{n}\right) \\
& \quad=\sum_{k=1}^{n} \sum_{S_{k}} \frac{1}{s_{1}!\cdots s_{p}!}\left(Q, P_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)\right)\left(d_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(d_{u_{i_{k}}}, x_{0}^{j_{k}}\right) \\
& \quad=\sum_{k=1}^{\infty} \sum_{S_{k}} \sum_{\eta \in \Omega} \frac{(c, \eta)}{s_{1}!\cdots s_{p}!}\left(\eta, P_{i_{1} \cdots i_{k}}^{j_{1} \cdots j_{k}}(n)\right)\left(d_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(d_{u_{i_{k}}}, x_{0}^{j_{k}}\right) \\
& \quad=\sum_{\tilde{S}_{\bar{k}}} \frac{1}{s_{1}!\cdots s_{p}!}\left(c, P_{i_{1} \cdots i_{\bar{k}}}^{j_{1} \cdots j_{\bar{k}}}(n)\right)\left(d_{u_{i_{1}}}, x_{0}^{j_{1}}\right) \cdots\left(d_{u_{i_{\bar{k}}}}, x_{0}^{j_{\bar{k}}}\right) \\
& \quad=0
\end{aligned}
$$

using (3.55), the definition of $Q$, and letting

$$
\begin{aligned}
\tilde{S}_{\bar{k}}:= & \left\{\left(\begin{array}{llll}
j_{1} & j_{2} & \ldots & j_{\bar{k}} \\
i_{1} & i_{2} & \ldots & i_{\bar{k}}
\end{array}\right) \in S_{\bar{k}}: j=n-\left|\eta_{0}\right|,\right. \\
& \left.\eta_{0}=x_{0}^{n_{\bar{k}}} x_{i_{\bar{k}}} \cdots x_{0}^{n_{1}} x_{i_{1}} x_{0}^{n_{0}}\right\} .
\end{aligned}
$$

But since $Q$ is a polynomial, it is locally convergent. It is already known from Theorem 3.19 that if $Q \circ d_{u}=0$ for all locally convergent
$d_{u}$ in $\mathbb{R}^{m}\left[\left[X_{0}\right]\right]$ then $Q=0$. But this contradicts the assumed property that $Q \neq 0$, which had followed from the assumption that $\left(c, \eta_{0}\right) \neq 0$. Hence, $c=0$, and the theorem is proved.

In Chapter 1, the notion of the formal Laplace-Borel transform of a function was introduced. Namely, given a function $u: \mathbb{R} \rightarrow \mathbb{R}$, which is either analytic at a point $t_{0} \in \mathbb{R}$ or is a function in the formal sense, one can construct its generating series

$$
c_{u}=\sum_{n=0}^{\infty}\left(c_{u}, x_{0}^{n}\right) x_{0}^{n}
$$

directly from its Taylor series expansion. The formal Laplace transform in this setting is the mapping

$$
\begin{equation*}
\mathscr{L}_{f}: u \mapsto c_{u} \tag{3.56}
\end{equation*}
$$

and its inverse is the formal Borel transform. In light of Theorems 3.5 and 3.38 , an analogous definition is possible for any Fliess operator, convergent or formal. Slightly abusing the notation, elements in $\mathscr{F}$ will be written as $F_{c}$.

Definition 3.10 The formal Laplace transform on $\mathscr{F}$ is defined as the mapping

$$
\begin{aligned}
\mathscr{L}_{f}: & : \mathscr{F} \\
& \rightarrow \mathbb{R}^{\ell}\langle\langle X\rangle\rangle \\
& F_{c} \mapsto c .
\end{aligned}
$$

The corresponding inverse transform, the formal Borel transform on $\mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, is

$$
\begin{aligned}
\mathscr{B}_{f} & : \mathbb{R}^{\ell}\langle\langle X\rangle\rangle \rightarrow \mathscr{F} \\
& : c \mapsto F_{c} .
\end{aligned}
$$

Note that when $m=0$, this definition is consistent with (3.56) in the sense that a given function $u$ can be represented as a constant operator $F_{c_{u}}$, that is, $u=F_{c_{u}}[v]$ for any signal $v$, and $\mathscr{L}_{f}[u]=c_{u}=$ $\mathscr{L}_{f}\left[F_{c_{u}}\right]$. In fact, as the following example shows, this point of view is implicit in the classical treatment of linear time-invariant systems.

Example 3.45 Consider a causal linear integral operator

$$
y(t)=\int_{0}^{t} h(t-\tau) u(\tau) d \tau
$$

where the kernel function $h$ is analytic at $t=0$. This operator is completely characterized by the integral Laplace transform of it kernel function, namely its transfer function $H(s):=\mathscr{L}[h](s)=$ $\sum_{k>0}\left(c_{h}, x_{0}^{k}\right) s^{-k}$. In terms of the formal Laplace transform, this is equivalent to taking the transform of a signal, specifically, $c_{h}=$ $\mathscr{L}[h]$, as opposed to the operator $u \mapsto y$. On the other hand, the formal Laplace transform of the operator is the linear series $c=$ $\sum_{j \geq 0}\left(c_{h}, x_{0}^{k}\right) x_{0}^{k} x_{1}=c_{h} x_{1}$ (see Section 1.3).

It is next shown that many of the familiar properties of the integral Laplace transform also have their formal counterparts. To facilitate the analysis, the concept of a generalized series appearing in the previous section is further refined.

Definition 3.11 A Dirac series, $\delta_{i}$, is a generalized series with the defining property that $F_{\delta_{i}}[u]=u_{i}(t)$, or equivalently, $\delta_{i} \circ c_{u}=c_{u_{i}}$, $i=1,2, \ldots, m$.

Theorem 3.39 For any $c, d \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, the following identities hold:

## 1. Linearity

$$
\begin{aligned}
\mathscr{L}_{f}\left[\alpha F_{c}+\beta F_{d}\right] & =\alpha \mathscr{L}_{f}\left[F_{c}\right]+\beta \mathscr{L}_{f}\left[F_{d}\right] \\
\mathscr{B}_{f}[\alpha c+\beta d] & =\alpha \mathscr{B}_{f}[c]+\beta \mathscr{B}_{f}[d]
\end{aligned}
$$

where $\alpha, \beta \in \mathbb{R}$.
2. Integration

$$
\begin{aligned}
\mathscr{L}_{f}\left[I^{n} F_{c}\right] & =x_{0}^{n} c \\
\mathscr{B}_{f}\left[x_{0}^{n} c\right] & =I^{n} F_{c}
\end{aligned}
$$

where $I(\cdot)$ denotes the formal integration operator.
3. Differentiation

$$
\begin{aligned}
\mathscr{L}_{f}\left[D F_{c}\right] & =x_{0}^{-1}(c)+\sum_{i=1}^{m} \delta_{i} ш\left(x_{i}^{-1}(c)\right) \\
\mathscr{B}_{f}\left[x_{0}^{-1}(c)+\sum_{i=1}^{m} \delta_{i} \amalg\left(x_{i}^{-1}(c)\right)\right] & =D F_{c}
\end{aligned}
$$

where $D(\cdot)$ is the formal differentiation operator. If $x_{0}^{n}$ is a left factor of $c$, that is, $c=x_{0}^{n} c^{\prime}$ for some $c^{\prime} \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$, then

$$
\begin{aligned}
\mathscr{L}_{f}\left[D^{n} F_{c}\right] & =x_{0}^{-n}(c) \\
\mathscr{B}_{f}\left[x_{0}^{-n}(c)\right] & =D^{n} F_{c} .
\end{aligned}
$$

## 4. Products

$$
\begin{aligned}
\mathscr{L}_{f}\left[F_{c} F_{d}\right] & =\mathscr{L}_{f}\left[F_{c}\right] ш \mathscr{L}_{f}\left[F_{d}\right] \\
\mathscr{B}_{f}[c w d] & =\mathscr{B}_{f}[c] \mathscr{B}_{f}[d] .
\end{aligned}
$$

Proof: The properties of linearity and integration are trivial to verify. The product property follows directly from Theorem 3.11. Thus, only the differentiation property requires some justification. It was shown in Theorem 3.4 that the derivative of a convergent Fliess operator is

$$
\begin{aligned}
\frac{d}{d t} F_{c}[u](t) & =F_{x_{0}^{-1}(c)}[u](t)+\sum_{i=1}^{m} u_{i}(t) F_{x_{i}^{-1}(c)}[u](t) \\
& =F_{x_{0}^{-1}(c)+\sum_{i=1}^{m} \delta_{i} w\left(x_{i}^{-1}(c)\right)}[u] .
\end{aligned}
$$

For a formal operator, one can easily show that the composition product satisfies the identity

$$
\begin{aligned}
x_{0}^{-1}\left(c \circ c_{u}\right) & =x_{0}^{-1}(c) \circ c_{u}+\sum_{i=1}^{m} c_{u_{i}} ш\left[x_{i}^{-1}(c) \circ c_{u}\right] \\
& =\left(x_{0}^{-1}(c)+\sum_{i=1}^{m} \delta_{i} ш\left(x_{i}^{-1}(c)\right)\right) \circ c_{u}
\end{aligned}
$$

(see Problem 2.7.7). Thus, the first pair of identities in part 3 is established. Now if $x_{0}$ is a left factor of $c$, then $F_{x_{i}^{-1}(c)}[u](t)=0$ for $i=1,2, \cdots, m$. In this case, $\frac{d}{d t} F_{c}[u](t)=F_{x_{0}^{-1}(c)}[u](t)$. Proceeding inductively, the second pair of identities follow.

Example 3.46 Consider a generalization of the Wiener system in Example 3.7:

$$
y(t)=\exp \left(\int_{0}^{t} u_{1}(\tau)+u_{2}(\tau) d \tau\right)
$$

Setting $X=\left\{x_{1}, x_{2}\right\}$, observe that

$$
\begin{aligned}
y(t) & =\sum_{k=0}^{\infty} \frac{1}{k!}\left(E_{x_{1}}[u](t)+E_{x_{2}}[u](t)\right)^{k} \\
& =\sum_{k=0}^{\infty} \frac{1}{k!}\left(E_{\left.\left(x_{1}+x_{2}\right) w_{k}[u](t)\right)}\right. \\
& =\sum_{k=0}^{\infty} E_{\left(x_{1}+x_{2}\right)^{k}}[u](t) \\
& =F_{c}[u](t),
\end{aligned}
$$

where $c=\left(x_{1}+x_{2}\right)^{*}:=\sum_{k \geq 0}\left(x_{1}+x_{2}\right)^{k}$. Therefore,

$$
\mathscr{L}_{f}\left[F_{c}\right]=\left(x_{1}+x_{2}\right)^{*} .
$$

This result can be viewed as an operator version of the integral transform pair

$$
e^{t} \stackrel{\mathscr{L}}{\Longleftrightarrow}(1-s)^{-1} .
$$

Other formal Laplace-Borel transform pairs are given in Table 3.4.

Example 3.47 Suppose $F_{c}$ has the generating series $c=\operatorname{char}(X)$. For any fixed word $\eta \in X^{*}$

$$
\begin{aligned}
\mathscr{L}_{f}\left[F_{c} E_{\eta}\right] & =\mathscr{L}_{f}\left[F_{c}\right] ш \mathscr{L}_{f}\left[E_{\eta}\right] \\
& =c ш \eta \\
& =\sum_{\nu \in X^{*}}\binom{\nu}{\eta} \nu,
\end{aligned}
$$

where $\binom{\nu}{\eta}$ denotes the number of subwords of $\nu$ which are equal to $\eta$ (see Problem 2.4.4). For example, if $X=\left\{x_{0}, x_{1}\right\}$ and $\eta=x_{1} x_{0}$ then

$$
\begin{aligned}
c ш \eta= & \left(x_{0}+x_{1}\right) ш x_{1} x_{0} \\
= & x_{0} x_{1} x_{0}+2 x_{1} x_{0} x_{0}+2 x_{1} x_{1} x_{0}+x_{1} x_{0} x_{1} \\
= & \binom{x_{0} x_{1} x_{0}}{x_{1} x_{0}} x_{0} x_{1} x_{0}+\binom{x_{1} x_{0} x_{0}}{x_{1} x_{0}} x_{1} x_{0} x_{0}+\binom{x_{1} x_{1} x_{0}}{x_{1} x_{0}} x_{1} x_{1} x_{0}+ \\
& \binom{x_{1} x_{0} x_{1}}{x_{1} x_{0}} x_{1} x_{0} x_{1} .
\end{aligned}
$$

Table 3.4. Elementary formal Laplace-Borel transform pairs.

| $F_{c}$ | $\mathscr{L}_{f}\left[F_{c}\right]$ |
| :---: | :---: |
| $u \mapsto 1$ | 1 |
| $u \mapsto t^{n}$ | $n!x_{0}^{n}$ |
| $u \mapsto\left(\sum_{i=0}^{n-1}\binom{i}{n-1} \frac{(a t)^{i}}{i!}\right) e^{a t}$ | $\left(1-a x_{0}\right)^{-n}$ |
| $u \mapsto \frac{1}{n!}\left(\int_{t_{0}}^{t} \sum_{j=1}^{k} u_{i_{j}}(\tau) d \tau\right)^{n}$ | $\left(x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}\right)^{n}$ |
| $u \mapsto \sum_{n \geq 0} \frac{a_{n}}{n!}\left(\int_{t_{0}}^{t} \sum_{j=1}^{k} u_{i_{j}}(\tau) d \tau\right)^{n}$ | $\sum_{n \geq 0} a_{n}\left(x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}\right)^{n}$ |
| $u \mapsto e^{\int_{t_{0}}^{t} \sum_{j=1}^{k} u_{i_{j}}(\tau) d \tau}$ | $\left(x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}\right)^{*}$ |
| $u \mapsto \int_{t_{0}}^{t} \sum_{j=1}^{k} u_{i_{j}}(\tau) d \tau e^{\int_{t_{0}}^{t} \sum_{j=1}^{k} u_{i_{j}}(\tau) d \tau}$ | $\frac{x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}}{\left[1-\left(x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}\right)\right]^{2}}$ |
| $u \mapsto \cos \left(\int_{t_{0}}^{t} \sum_{j=1}^{k} u_{i_{j}}(\tau) d \tau\right)$ | $\frac{1}{1+\left(x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}\right)^{2}}$ |
| $u \mapsto \sin \left(\int_{t_{0}}^{t} \sum_{j=1}^{k} u_{i_{j}}(\tau) d \tau\right)$ | $\frac{x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}}{1+\left(x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{k}}\right)^{2}}$ |

Example 3.48 Let $X=\left\{x_{1}, x_{2}\right\}$,

$$
y(t)=\cos \left(\int_{0}^{t} u_{1}(\tau)+u_{2}(\tau) d \tau\right)
$$

and $d=\left(d_{1}, d_{2}\right) \in \mathbb{R}^{2}\langle\langle X\rangle\rangle$ be arbitrary. From Table 3.4 it follows that $y=F_{c}[u]$, where

$$
c=\frac{1}{1+\left(x_{1}+x_{2}\right)^{2}}:=\sum_{k=0}^{\infty}(-1)^{k}\left(x_{1}+x_{2}\right)^{2 k} .
$$

Setting $F_{e}=F_{c} \circ F_{d}$, the formal Laplace transform of $F_{e}$ is then

$$
\mathscr{L}_{f}\left[F_{e}\right]=c \circ d=\sum_{k=0}^{\infty}(-1)^{k}\left(x_{1}+x_{2}\right)^{2 k} \circ d .
$$

Example 3.49 For any $c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle, x_{i} \in X$ with $i=1,2, \cdots, m$, and $n \geq 0$, recall that

$$
x_{i}^{n} \circ c=\frac{1}{n!}\left(x_{0} c_{i}\right)^{ш n}
$$

(see Problem 2.7.7(a)). Applying the formal Borel transform to both sides of this identity gives

$$
\begin{aligned}
\mathscr{B}_{f}\left[x_{i}^{n} \circ c\right] & =\mathscr{B}_{f}\left[\frac{1}{n!}\left(x_{0} c_{i}\right)^{ш n}\right] \\
& =\frac{1}{n!}\left(\mathscr{B}_{f}\left[x_{0} c_{i}\right]\right)^{n} \\
& =\frac{1}{n!}\left(\int_{0}^{t} F_{c_{i}}[u](\tau) d \tau\right)^{n} .
\end{aligned}
$$

Example 3.50 Consider the linear differential equation

$$
\frac{d^{n} y(t)}{d t^{n}}+\sum_{i=0}^{n-1} a_{i} \frac{d^{i} y(t)}{d t^{i}}=\sum_{i=0}^{n-1} b_{i} \frac{d^{i} u(t)}{d t^{i}}
$$

with initial conditions $y^{(i)}(0)=0, u^{(i)}(0)=0$, and where $a_{i}, b_{i} \in \mathbb{R}$, $i=0,1, \ldots, n-1$ for $n \geq 1$. The goal is to construct a series solution $y=F_{c}[u]$ for some $c \in \mathbb{R}\langle\langle X\rangle\rangle$. First, integrate both sides of the equation $n$ times and then apply the formal Laplace transform to get

$$
\left(\delta+\sum_{i=0}^{n-1} a_{i} x_{0}^{n-1-i} x_{1}\right) \circ c=\sum_{i=0}^{n-1} b_{i} x_{0}^{n-1-i} x_{1},
$$

or equivalently,

$$
\left(1+\sum_{i=0}^{n-1} a_{i} x_{0}^{n-i}\right) c=\sum_{i=0}^{n-1} b_{i} x_{0}^{n-1-i} x_{1} .
$$

Therefore,

$$
c=\left(1+\sum_{i=0}^{n-1} a_{i} x_{0}^{n-i}\right)^{-1} \sum_{i=0}^{n-1} b_{i} x_{0}^{n-1-i} x_{1} .
$$

Rephrased in the language of the integral Laplace transform, this is equivalent to

$$
\begin{aligned}
Y(s) & =\left(1+\sum_{i=0}^{n-1} a_{i} \frac{1}{s^{n-i}}\right)^{-1}\left(\sum_{i=0}^{n-1} b_{i} \frac{1}{s^{n-i}}\right) U(s) \\
& =\left(s^{n}+\sum_{i=0}^{n-1} a_{i} s^{i}\right)^{-1}\left(\sum_{i=0}^{n-1} b_{i} s^{i}\right) U(s) .
\end{aligned}
$$

Example 3.51 Consider the nonlinear differential equation

$$
\frac{d^{n} y(t)}{d t^{n}}+\sum_{i=0}^{n-1} a_{i} \frac{d^{i} y(t)}{d t^{i}}+\sum_{j=2}^{k} p_{j} u(t) y^{j}(t)=\sum_{i=0}^{n-1} b_{i} \frac{d^{i} u(t)}{d t^{i}}
$$

with $y^{(i)}(0)=0, u^{(i)}(0)=0$, and where $a_{i}, b_{i}, p_{j} \in \mathbb{R}, i=0,1, \ldots, n-1$ and $j=2, \ldots, k$ for $n \geq 1, k \geq 2$. As in the previous example, integrate both side of the equation $n$ times and assume $y=F_{c}[u]$. Applying the formal Laplace transform in this case gives

$$
\left(1+\sum_{i=0}^{n-1} a_{i} x_{0}^{n-i}\right) c+\sum_{j=2}^{k} p_{j} x_{0}^{n-1} x_{1}\left(c^{ш j}\right)=\sum_{i=0}^{n-1} b_{i} x_{0}^{n-1-i} x_{1} .
$$

Defining

$$
d_{j}=-\left(1+\sum_{i=0}^{n-1} a_{i} x_{0}^{n-i}\right)^{-1} p_{j} x_{0}^{n-1} x_{1}
$$

and

$$
c_{1}=\left(1+\sum_{i=0}^{n-1} a_{i} x_{0}^{n-i}\right)^{-1}\left(\sum_{i=0}^{n-1} b_{i} x_{0}^{n-1-i} x_{1}\right),
$$

it follows that

$$
c=\sum_{j-2}^{k} d_{j}\left(c^{\amalg j}\right)+c_{1} .
$$



Fig. 3.21. The monoid isomorphism $\mathscr{L}_{f}$ between $(\mathscr{F}, \circ, I)$ and $\left(\mathbb{R}^{m}\langle\langle X\rangle\rangle, \circ, \delta\right)$.

An inductive solution is given by $c=\lim _{n \rightarrow \infty} c_{n}$, where

$$
c_{n+1}=\sum_{j-2}^{k} d_{j}\left(c_{n}^{\amalg j}\right)+c_{1}, \quad n \geq 1
$$

provided the limit exists. This can be verified using the fact that the $d_{j}$ and $c_{1}$ are all proper.

Given two linear integral operators with kernel functions $h_{1}$ and $h_{2}$ defined on $[0,+\infty)$, respectively, their composition has the kernel function $h_{1} * h_{2}$, where $*$ denotes the usual convolution product on the set of real-valued functions. The set of all such functions forms a monoid $M$ if the Dirac delta function, $\delta$, is admitted as the unit. The integral Laplace transform satisfies the well known identity

$$
\mathscr{L}\left[h_{1} * h_{2}\right](s)=\mathscr{L}\left[h_{1}\right](s) \mathscr{L}\left[h_{2}\right](s)=H_{1}(s) H_{2}(s)
$$

and maps $M$ to the monoid of corresponding transfer functions under the pointwise product in $\mathbb{C}$ with $\mathscr{L}(\delta)=1$ (see Problem 2.1.1). This section is concluded by observing that the formal Laplace transform acts analogously as a monoid isomorphism in the context of Fliess operators.

Theorem 3.40 For any $c \in \mathbb{R}^{\ell}\langle\langle X\rangle\rangle$ and $d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$ :

$$
\begin{aligned}
\mathscr{L}_{f}\left(F_{c} \circ F_{d}\right) & =\mathscr{L}_{f}\left(F_{c}\right) \circ \mathscr{L}_{f}\left(F_{d}\right) \\
\mathscr{B}_{f}(c \circ d) & =\mathscr{B}_{f}(c) \circ \mathscr{B}_{f}(d) .
\end{aligned}
$$

Proof: The proof follows directly from the definitions. For any $F_{c}, F_{d} \in$ $\mathscr{F}$

$$
\mathscr{L}_{f}\left(F_{c} \circ F_{d}\right)=\mathscr{L}_{f}\left(F_{c \circ d}\right)=c \circ d
$$

$$
=\mathscr{L}_{f}\left(F_{c}\right) \circ \mathscr{L}_{f}\left(F_{d}\right) .
$$

Similarly, for any formal power series $c$ and $d$,

$$
\begin{aligned}
\mathscr{B}_{f}(c \circ d) & =F_{c \circ d}=F_{c} \circ F_{d} \\
& =\mathscr{B}_{f}(c) \circ \mathscr{B}_{f}(d) .
\end{aligned}
$$

Setting $\ell=m$ and recalling that $F_{\delta}=I$ acts as the unit on $\mathscr{F}$, the commutative diagram in Figure 3.21 shows the monoid isomorphism relating the monoids ( $\mathscr{F}, \circ, I)$ and $\left(\mathbb{R}^{m}\langle\langle X\rangle\rangle, \circ, \delta\right)$.

## Problems

Section 3.1

Problem 3.1.1 Let $t_{0}$ and $t_{1}$ be fixed real numbers with $t_{0}<t_{1}$.
(a) Show that if $u \in L_{\mathfrak{p}+1}^{m}\left[t_{0}, t_{1}\right]$ for any $\mathfrak{p} \in[1, \infty)$ then $u \in L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$. In addition, show that every $u \in L_{\infty}^{m}\left[t_{0}, t_{1}\right]$ is also in $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ for every $\mathfrak{p} \in[1, \infty)$.
(b) Repeat part (a) for the extended spaces $L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ and $L_{\infty, e}^{m}\left(t_{0}\right)$.

Problem 3.1.2 Prove that $L_{\mathfrak{p}}^{m}\left[t_{0}, \infty\right) \subset L_{\mathfrak{p}, e}^{m}\left(t_{0}\right)$ for any $p \in[1, \infty]$.

Section 3.2

Problem 3.2.1 Show that for any $\mathfrak{p} \in(1, \infty]$ and any finite interval $\left[t_{0}, t_{0}+T\right]$

$$
\|u\|_{1} \leq\|u\|_{\mathfrak{p}} T^{\frac{1}{\mathfrak{q}}}
$$

when $u \in L_{\mathfrak{p}}^{m}\left[t_{0}, t_{0}+T\right]$, and $\mathfrak{p}$ and $\mathfrak{q}$ are conjugate exponents. Remark: Consider a subset $\Omega \subset \mathbb{R}$ and two functions $u, v: \Omega \rightarrow \mathbb{R}^{m}$, where $\|u\|_{\mathfrak{p}}$ and $\|v\|_{\mathfrak{q}}$ are well defined in the sense that

$$
\|u\|_{\mathfrak{p}}=\left(\int_{\Omega}|u(t)|^{\mathfrak{p}} d t\right)^{\frac{1}{\mathfrak{p}}}<\infty
$$

Hölder's inequality states that

$$
\int_{\Omega}\left|u^{T}(t) v(t)\right| d t \leq\|u\|_{\mathfrak{p}}\|v\|_{\mathfrak{q}}
$$

when $\mathfrak{p}$ and $\mathfrak{q}$ are conjugate exponents. The special case where $\mathfrak{p}=$ $\mathfrak{q}=2$ is known as the Schwarz inequality.

Problem 3.2.2 Reconsider the Wiener system in Example 3.3.
(a) Determine the generating series $c$ assuming $z(0)=a$.
(b) For what values of $a$ is $c$ well defined?

Problem 3.2.3 A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is said to satisfy a Lipschitz condition on $J=[a, b]$ if there exists a constant $L>0$ such that

$$
\left|f\left(z_{1}\right)-f\left(z_{2}\right)\right| \leq L\left|z_{1}-z_{2}\right|, \quad \forall z_{1}, z_{2} \in J
$$

(a) Show that if $f$ satisfies a Lipschitz condition on $J$ then it is absolutely continuous on $J$.
(b) Show that if $f$ is continuous on $J$ and has a bounded derivative on $(a, b)$, i.e., $\left|f^{\prime}(z)\right|<M$ everywhere on $(a, b)$ for some finite $M$, then $f$ satisfies a Lipschitz condition on $J$.
(c) What can one conclude about $f$ when $0<L<1$ ?

Remark: The mean value theorem is useful in this problem.
Problem 3.2.4 Consider a function $f: \mathbb{R} \rightarrow \mathbb{R}$.
(a) Show that if $f$ is absolutely continuous on $J=[a, b]$ then it is continuous on $J$.
(b) Show that if $f$ is continuously differentiable on $J$ then it is absolutely continuous on $J$.

Problem 3.2.5 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}, c \in \mathbb{R}_{L C}\langle\langle X\rangle\rangle$, and $u_{i} \in$ $C^{1}\left[t_{0}, t_{0}+T\right]$ for $i=1,2, \ldots, m$. Define $y=F_{c}[u]$.
(a) Derive a formula for $d^{2} y / d t^{2}$.
(b) Suppose $m=1$, and $c$ is a linear series. Compute $d y / d t$ and $d^{2} y / d t^{2}$.

Problem 3.2.6 Suppose $c=\left(c, x_{i} x_{j}\right) x_{i} x_{j}+\left(c, x_{j} x_{i}\right) x_{j} x_{i}$.
(a) For the input $\bar{u}$ shown in Figure 3.4 compute $F_{c}[\bar{u}]\left(t_{1}+t_{2}\right)$ assuming $t_{0}=0$.
(b) Compute $G(c, \alpha):=\left.\frac{\partial^{2}}{\partial t_{1} \partial t_{2}} F_{c}[\bar{u}]\left(t_{1}+t_{2}\right)\right|_{t_{1}=t_{2}=0^{+}}$.
(c) Compute $\frac{\partial^{2} G}{\partial \alpha_{i 2} \partial \alpha_{j 1}}$ and $\frac{\partial^{2} G}{\partial \alpha_{j 2} \partial \alpha_{i 1}}$. Is the result what is expected? Explain.
(d) Suppose now that $x_{i}=x_{0}$ so that $\alpha_{0 k}=1, k=1,2$. If partials $\partial / \partial \alpha_{0 k}$ are not taken in part (c), what is the result?

Problem 3.2.7 Consider a series of functions

$$
f(z)=f_{1}(z)+f_{2}(z)+\ldots,
$$

where each $f_{i}: W_{\mathbb{C}} \rightarrow \mathbb{C}$ is an analytic function on a region $W_{\mathbb{C}}$ in the complex plane. Show that if the series converges uniformly on every compact subset of $W_{\mathbb{C}}$ then $f$ is also analytic on $W_{\mathbb{C}}$.
Remark: This is a standard problem in complex analysis. It can be solved by forming the partial sums $s_{n}=\sum_{i=1}^{n} f_{i}$ and applying Morera's theorem. For more information, see, for example, Chapter 5 of [2].

Section 3.3

Problem 3.3.1 For each formal power series $c$ over $X^{*}$ with coefficients given below, determine its minimal Gevrey order and whether it is locally convergent, globally convergent, or neither. When appropriate determine at least one pair of real numbers $R, T>0$ such that the Fliess operator $F_{c}$ is well defined on $B_{\mathfrak{p}}(R)[0, T]$.
(a) $(c, \eta)=2^{|\eta|} \sin \left(\frac{\pi}{2}|\eta|\right)$
(b) $(c, \eta)=2^{|\eta|+1}$
(c) $(c, \eta)=|\eta|^{2}, \eta \in X^{*}$
(d) $(c, \eta)=5^{|\eta|}(|\eta|+1)$ !
(e) $(c, \eta)=|\eta|^{|\eta|}$
(f) $(c, \eta)=(|\eta|!)^{2}$

Remark: Stirling's approximation formula

$$
k!\sim \sqrt{2 \pi k} k^{k} \mathrm{e}^{-k}, \quad k \gg 1
$$

is useful for part (e).
Problem 3.3.2 Provide an example, if possible, for each scenario below concerning linear series (see (2.48)). If no such example exists, give a justification.
(a) A series $c$ which is linear but not globally convergent.
(b) A series $d$ which is globally convergent but not linear.

## Section 3.4

Problem 3.4.1 Express the input-output mapping of the Wiener system in Example 3.7 as a Volterra operator.

Problem 3.4.2 If the order of the blocks in a Wiener system are reversed, the resulting system is called a Hammerstein system. An example of a single-input, single-output Hammerstein system is shown in Figure 3.22. Suppose $g(u)=u^{2}$.


Fig. 3.22. The Hammerstein system in Problem 3.4.2.
(a) Determine a Volterra operator representation of the input-output map $u \mapsto y$.
(b) Determine a Fliess operator representation of $u \mapsto y$.
(c) Suppose $u(t)=\int_{0}^{t} v(\tau) d \tau$. Determine a Fliess operator representation of $v \mapsto y$. This is an example of what is called dynamic extension.

Section 3.5

Problem 3.5.1 Provide a proof for Theorem 3.13 for the special case where $s_{c}^{*}=s_{d}^{*}$.

Problem 3.5.2 Show that if $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{m \times m}$, then

$$
(A \oplus B)^{k}=\sum_{j=0}^{k}\left(A^{k-j} \otimes B^{j}\right)\binom{k}{j} .
$$

Remark: See the references $[16,15,17,18]$ for various elementary identities involving the Kronecker product.

Problem 3.5.3 Show that if $d \in \mathbb{R}_{L C}\langle\langle X\rangle\rangle$ with growth constants $K_{d}, M_{d}>0$, then for any $k \geq 1$ :

$$
\left|\left(d^{ш k}, \nu\right)\right| \leq K_{d}^{k} M_{d}^{|\nu|} \frac{(|\nu|+k-1)!}{(k-1)!}, \quad \forall \nu \in X^{*} .
$$

Show that this implies the more generous upper bound

$$
\left|\left(d^{ш k}, \nu\right)\right| \leq K_{d}^{k}\left(k M_{d}\right)^{|\nu|}|\nu|!, \quad \forall \nu \in X^{*} .
$$

What kind of system interconnection could produce the generating series $d^{\omega k}$ ?
Remark: See Problem 2.4.8.
Problem 3.5.4 Show that $\left(1-x_{1}\right)^{\amalg-1}=\sum_{k \geq 0} k!x_{1}^{k}$, where $c^{\amalg-1}$ denotes the shuffle inverse of $c \in \mathbb{R}\langle\langle X\rangle\rangle$ as defined in Problem 2.4.11. Hence, the shuffle inverse does not preserve global convergence.
Remark: It is shown in [88] that the shuffle inverse does preserve local convergence.

## Section 3.6

Problem 3.6.1 Verify the integer sequence identity (3.19) used in the analysis of the cascade connection of two linear time-invariant systems. Remark: An inductive proof is possible, but an alternative approach is to use the integral formula

$$
\int_{0}^{1}(1-x)^{i-1} x^{j-1} d x=B(i, j)
$$

where $B(x, y)=\Gamma(x) \Gamma(y) / \Gamma(x+y)$ is the beta function.
Problem 3.6.2 Consider the system shown in Figure 3.23 comprised of a harmonic oscillator with transfer function $H(s)=\omega_{o} /\left(s^{2}+\omega_{o}^{2}\right)$ followed by a saturation type function. Derive a Fliess operator representation of the input-output mapping $u \mapsto y$. State any required assumptions and discuss the convergence properties of the proposed model.

Problem 3.6.3 Let $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ be a fixed alphabet. Consider a Fliess operator $F_{c}, c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, and a function $f_{d}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$


Fig. 3.23. The system with saturation considered in Problem 3.6.2.
with generating series $d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$ of the form $d=\sum_{x_{j} \in X}\left(d, x_{j}\right) x_{j}$. That is,

$$
f_{d}\left(z_{1}, \ldots, z_{m}\right)=\sum_{j=0}^{m}\left(d, x_{j}\right) z_{j},
$$

with $z_{0}:=1$.
(a) Show that the Hammerstein-Fliess system $F_{c} \circ f_{d}$ has the generating series

$$
c \circ d=\sum_{\eta \in X^{*}}(c, \eta) d^{\eta},
$$

where $d^{\emptyset}:=1$ and $d_{0}:=1$. That is, $F_{c} \circ f_{d}=F_{c \circ d}$.
(b) Is $c \circ d$ always well defined?
(c) Is it true that if $c$ is locally convergent then so is $c \circ d$ ?

Problem 3.6.4 Consider the Fliess operators $F_{c}$ and $F_{d}$, where $c=$ $\sum_{k \geq 0} x_{1}^{k}$ and $d=x_{1}$.
(a) Verify that $\left(c \circ d, x_{0}^{k} x_{1}^{k}\right)=k!, k \geq 0$.
(b) Determine $F_{c o d}[u]$ and its convergence properties.

## Problem 3.6.5

Let $X=\left\{x_{0}, x_{1}\right\}$. Assume $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is a maximal series with growth constants $K, M>0$ and Gevrey order $s$. Consider the input-output system $y=F_{c}[u]$.
(a) Determine a differential equation in terms of $u, y$, and its derivatives that is satisfied when $s=1$. Be sure to include initial conditions.
(b) Repeat part (a) when $s=0$.
(c) Repeat part (a) when $0<s<1$.

Problem 3.6.6 Verify the inequality

$$
\sum_{k=0}^{n}\binom{n}{k}^{-1} \leq 2+\frac{n-1}{n}, n \geq 1
$$

used in Example 3.23.
Problem 3.6.7 Consider two single-input, single-output Fliess operators $F_{c}$ and $F_{d}$ connected in series so that $y=\left(F_{c} \circ F_{d}\right)[u]$. Assume the generating series $c$ and $d$ are only locally convergent with minimal growth constants $K_{c}, M_{c}>0$ and $K_{d}, M_{d}>0$, respectively.
(a) What is the minimal geometric growth constant for the composite system?
(b) Is it possible for the composite system to have a well defined output over a longer interval of time than one or both of its subsystems? Either provide such an example or prove such an example does not exist.
(c) What are the practical consequences of the answer to part (b)?

Section 3.7

Problem 3.7.1 Let $F_{c}$ and $F_{d}$ be two Fliess operators with generating series $c, d \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$. Show that the feedback connection of these operators is always well-posed.
Remark: As with the cascade connection, Theorem 3.2 is useful here.
Problem 3.7.2 Consider the field of (irreducible) rational functions in $s \in \mathbb{C}$ with real coefficients denoted by $\mathbb{R}(s)$. Let $\mathbb{R}_{p \overline{0}}(s)$ be the subfield of proper elements $g$ of $\mathbb{R}(s)$ with the defining property that $g(+\infty)$ exists and is not zero. Let $S=\mathbb{R}_{p 0}(s)$ denote the ring of strictly proper elements $h$ of $\mathbb{R}(s)$. Therefore, $h(+\infty)=0$. Observe that $g \in \mathbb{R}_{p \overline{0}}(s)$ if and only if $g=K+h$ for some $K \neq 0$ and $h \in \mathbb{R}_{p 0}(s)$. Show that $\mathbb{R}_{p \overline{0}}(s)$ acts freely from the right as a right transformation group on $\mathbb{R}_{p 0}(s)$, where the product $h g$ is defined in the usual fashion when $g, h \in \mathbb{R}(s)$.

Problem 3.7.3 For the series $c=2 x_{1}^{2}$ and $d=3 x_{0}-x_{1}$ in $\mathbb{R}\langle X\rangle$, compute the following:
(a) $c \circ d$
(b) $c \tilde{\circ} d_{\delta}$
(c) $c_{\delta} \circ d_{\delta}$.

Problem 3.7.4 Prove the following propositions:
(a) For any $c \in \mathbb{R}_{L C}^{\ell}\langle\langle X\rangle\rangle$ and $d \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle, F_{c} \circ\left(I+F_{d}\right)=F_{c} \tilde{o} d_{\delta}$. Recall this is the defining property of the mixed composition product given in Theorem 3.24.
(b) The mixed composition product provides an ultrametric contraction on $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$ as described in Theorem 3.25.
(c) For all $c, d, e \in \mathbb{R}^{m}\langle\langle X\rangle\rangle,(c \circ d) \tilde{o} e_{\delta}=c \circ\left(d o e_{\delta}\right)$.

Problem 3.7.5 Verify the following properties of the mixed composition product by checking their corresponding identities in the Fliess operator algebra:
(a) The following distributivity property holds for all $c, d, e \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$ :

$$
(c ш d) \tilde{o} e_{\delta}=\left(c \tilde{o} e_{\delta}\right) \amalg\left(d \tilde{o} e_{\delta}\right)
$$

(cf. Problem 2.7.7(d)).
(b) For any $c, d, e \in \mathbb{R}_{L C}^{m}\langle\langle X\rangle\rangle$ it follows that

$$
\begin{aligned}
(c \circ d) \tilde{o} e_{\delta} & =c \circ\left(d \tilde{o} e_{\delta}\right) \\
\left(c \tilde{o} d_{\delta}\right) \tilde{o} e_{\delta} & =c \tilde{o}\left(d \tilde{o} e_{\delta}+e\right)_{\delta} .
\end{aligned}
$$

Problem 3.7.6 Consider the composition group $G=(\delta+\mathbb{R}\langle\langle X\rangle\rangle, \circ, \delta)$ with $X=\left\{x_{0}, x_{1}\right\}$.
(a) Show that $G$ has a faithful representation $\pi: G \rightarrow G L\left(\mathbb{R}^{\infty}\right)$, where $\pi\left(c_{\delta}\right)$ is given by
$\left[\begin{array}{c|c|cc|cccc|c}1 & (c, \emptyset) & \left(c, x_{0}\right) & \left(c, x_{1}\right) & \left(c, x_{0}^{2}\right) & \left(c, x_{0} x_{1}\right) & \left(c, x_{1} x_{0}\right) & \left(c, x_{1}^{2}\right) & \cdots \\ \hline 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots \\ \hline 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & \cdots \\ 0 & 0 & (c, \emptyset) & 1 & \left(c, x_{0}\right) & \left(c, x_{1}\right) & 0 & 0 & \cdots \\ \hline 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & \cdots \\ 0 & 0 & 0 & 0 & (c, \emptyset) & 1 & 0 & 0 & \cdots \\ 0 & 0 & 0 & 0 & (c, \emptyset) & 0 & 1 & 0 & \cdots \\ 0 & 0 & 0 & 0 & (c, \emptyset)^{2} & (c, \emptyset) & (c, \emptyset) & 1 & \cdots \\ \hline \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots\end{array}\right]$.

The coefficients of $c_{\delta}$ are ordered lexicographically along the top row with $x_{0}<x_{1}$, and the partitioning is done according to word length.
(b) Show that $\operatorname{det}\left(\pi\left(c_{\delta}\right)\right)=1$, and that the matrices in this representation are upper triangular only in the case where $c_{\delta}=\delta+c$ with $c$ proper. This case is most similar to the representation for the Faà di Bruno group $G_{F d B}$ (see Problem 2.6.5).

Problem 3.7.7 Consider the feedback connection of two multivariable linear time-invariant systems as described in Example 3.28.
(a) Show that the feedback equation (3.29) has the solution

$$
\begin{equation*}
H_{c l}=(I-H G)^{-1} H=\sum_{k=0}^{\infty}(H G)^{k} H . \tag{3.57}
\end{equation*}
$$

(b) Show that this solution is equivalent to (3.30).
(c) The feedback product as described in Theorem 3.28 is clearly the nonlinear analogue of (3.30). Is there a nonlinear version of (3.57)? If so, derive it. If not, explain why not.

Problem 3.7.8 Verify formula (3.44) for the largest coefficients in the Devlin polynomials.

Problem 3.7.9 Consider two feedback schemes involving proportional-integral-derivative (PID) compensation as shown in Figure 3.24, where $c \in \mathbb{R}\langle\langle X\rangle\rangle$ and $X=\left\{x_{0}, x_{1}\right\}$. Assume for the system in Figure 3.24(a) that

$$
w(t)=K_{P} y(t)+K_{I} \int_{0}^{t} y(\tau) d \tau+K_{D} \frac{d y}{d t}
$$

where $K_{P}, K_{I}$ and $K_{D}$ are fixed real numbers. An analogous expression holds for the mapping from $w$ to $v$ in the system shown in the other figure. Determine the generating series $d$, if possible, so that $w=F_{d}[v]$ in Figure 3.24(a) if all the PID coefficients are zero except for the following:
(a) $K_{P}$
(b) $K_{I}$
(c) $K_{D}$.

Repeat the exercise so that $y=F_{d}[w]$ in Figure 3.24(b).
Section 3.8

(a) PID compensator in the feedback loop.

(b) PID pre-compensator with unity feedback

Fig. 3.24. Two feedback schemes involving PID compensation in Problem 3.7.9.

Problem 3.8.1 Explicitly compute the formal Laplace transform of the following functions:
(a) $y(t)=1$
(b) $y(t)=t^{n} / n$ !
(c) $y(t)=e^{-\alpha t}, \alpha \in \mathbb{R}$
(d) $y(t)=\cos (\omega t), \omega \in \mathbb{R}$

Problem 3.8.2 For each $c \in \mathbb{R}\langle\langle X\rangle\rangle$ with $X=\left\{x_{0}, x_{1}\right\}$ below, compute the unit step response $y_{s}(t)$ of $F_{c}$ on an interval $[0, T]$. Specify the largest possible $T$ on which this output is well defined.
(a) $c=\left(1-x_{0}\right)^{-1} x_{1} x_{0}$
(b) $c=\left(1-x_{1}\right)^{-1}$
(c) $c=1+x_{1}^{2}$

Problem 3.8.3 For each input-output differential equation below, solve for $y$ using the Laplace-Borel transform.
(a) $y^{\prime}+a y=b u, y(0)=0, a, b \in \mathbb{R}$
(b) $y^{\prime}+y^{2}=u y, y(0)=0$

Problem 3.8.4 In many communication and control systems, a phaselocked loop (PLL) is used to synchronize an incoming external signal with an internally generated signal. For two sinusoids at the same carrier frequency, $\omega_{c}$, this amounts to driving their phase difference to zero. A simple example of such a system is shown in Figure 3.25. The voltage controlled oscillator produces a sinusoid at the carrier


Fig. 3.25. Phase-locked loop in Problem 3.8.4.
frequency with phase

$$
\theta_{f}(t)=\int_{0}^{t} v_{o}(\tau) d \tau
$$

For simplicity assume that the loop filter has transfer function $H(s)=$ 1.
(a) Derive a differential equation in terms of the instantaneous input frequency $\omega_{i}=d \theta_{i} / d t$ and the phase difference $\Delta \theta=\theta_{i}-\theta_{f}$. The mapping $\omega_{i} \mapsto \Delta \theta$ describes how the PLL tracks the change in phase of the input signal.
(b) Assuming that there exists a $c \in \mathbb{R}\langle\langle X\rangle\rangle$ such that $F_{c}: \omega_{i} \mapsto \Delta \theta$, derive an algebraic equation that $c$ must satisfy.
(c) How can $c$ be determined from this equation?

Problem 3.8.5 Suppose the formal Laplace transform is extended to the group $\mathscr{F}_{\delta}$ so that $\mathscr{L}_{f}: \mathscr{F}_{\delta} \rightarrow \delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle: F_{c_{\delta}} \mapsto c_{\delta}$. Is $\mathscr{L}_{f}$ a group isomorphism? Explain.
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## 4. Rational Series and Linear Representations

In Chapter 1 a series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ was said to be rational if it assumes either the form $b a^{-1}$ or $b a^{-1} x_{i}$, where $i \neq 0$ and, $a$ and $b$ are polynomials in $x_{0}$. The series $a^{-1}$ is the inverse of $a$ in the sense that $a a^{-1}=a^{-1} a=1$, but thus far no general representation of $a^{-1}$ has been developed. In this chapter, the notion of rationality is generalized to its fullest extent. It relies on the availability of four rational operations defined on $\mathbb{R}\langle\langle X\rangle\rangle$ : addition, scalar multiplication, the Cauchy product, and inversion. Then the issue of determining when a series has a linear representation is addressed. Such series are said to be recognizable. A fundamental result in this area is Schützenberger's Representation Theorem, which states that a series is rational if and only if it is recognizable. Next, a Hankel matrix characterization of rationality is given. This turns out to be useful for characterizing the minimality of linear representations. It also has a canonical factorization that will be used in Chapter 6 to describe state space realizations of Fliess operators with rational generating series. Finally, the shuffle product and the composition product are considered on the set of rational series. It is shown that the shuffle product preserves rationality, while the composition product does not unless certain conditions are met. In addition, it is shown that the feedback product also does not preserve rationality.

### 4.1 Rational Series

Consider a fixed alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. A series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is called Cauchy invertible or simply invertible (in this chapter) if there exists a series $c^{-1} \in \mathbb{R}\langle\langle X\rangle\rangle$ such that $c c^{-1}=c^{-1} c=1$. In the event that $c$ is not proper, it is always possible to write

$$
c=(c, \emptyset)\left(1-c^{\prime}\right),
$$

where $(c, \emptyset)$ is nonzero, and $c^{\prime} \in \mathbb{R}\langle\langle X\rangle\rangle$ is proper. It then follows that

$$
c^{-1}=\frac{1}{(c, \emptyset)}\left(1-c^{\prime}\right)^{-1}=\frac{1}{(c, \emptyset)}\left(c^{\prime}\right)^{*}
$$

where

$$
\left(c^{\prime}\right)^{*}:=\sum_{i=0}^{\infty}\left(c^{\prime}\right)^{i}
$$

(see Example 2.13). In fact, $c$ is invertible if and only if $c$ is not proper (see Problem 4.1.1). Now let $S$ be a subalgebra of the $\mathbb{R}$-algebra $\mathbb{R}\langle\langle X\rangle\rangle$ with the Cauchy product. $S$ is said to be rationally closed when every invertible $c \in S$ has $c^{-1} \in S$ (or equivalently, every proper $c^{\prime} \in S$ has $\left.\left(c^{\prime}\right)^{*} \in S\right)$. The rational closure of any subset $E \subset \mathbb{R}\langle\langle X\rangle\rangle$ is the smallest rationally closed subalgebra of $\mathbb{R}\langle\langle X\rangle\rangle$ containing $E$.

Definition 4.1 $A$ series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is rational if it belongs to the rational closure of $\mathbb{R}\langle X\rangle$.

Thus, a given rational series can be obtained from a finite set of polynomials by performing a finite number of additions, scalar products, Cauchy products, and inversions (or star operations), the so called rational operations.

Example 4.1 Suppose $X=\left\{x_{0}, x_{1}\right\}$ and $E=\left\{x_{0}, 1+x_{0} x_{1}\right\}$. Then the rational closure of $E$ contains elements like: $x_{0}, 1+x_{0} x_{1},(1+$ $\left.x_{0} x_{1}\right)^{-1}, 1, x_{0} x_{1}, x_{0}^{2} x_{1}, 2\left(x_{0}+x_{0}^{2} x_{1}\right), 3+x_{0}+x_{0} x_{1} x_{0}, x_{0}\left(1+x_{0} x_{1}\right)^{-1}, \ldots$, but not, for example, $x_{0}+x_{1}$ or $x_{1}^{2}$.

Example 4.2 Suppose $X=\{x\},\left\{\alpha_{i}\right\}_{i \in \mathbb{N}_{0}}$ is a sequence of real numbers, and

$$
c=\sum_{i=0}^{\infty} \alpha_{i} x^{i} .
$$

If $\alpha_{i}=\alpha^{i}$ for every $i \in \mathbb{N}_{0}$ and some $\alpha \in \mathbb{R}$ then the series $c$ is clearly rational because $c=(1-\alpha x)^{-1}$. On the other hand, when $\alpha_{i}=\alpha^{i} / i$ !, the series

$$
c=\sum_{i=0}^{\infty} \frac{(\alpha x)^{i}}{i!}=e^{\alpha x}
$$

is not rational since it is not the result of applying a finite number of rational operations to any finite set of polynomials in $\mathbb{R}\langle X\rangle$.

Let $\mathbb{R}\langle\langle X\rangle\rangle^{n \times n}$ denote the set of $n \times n$ matrices with components from $\mathbb{R}\langle\langle X\rangle\rangle$. Convergence in $\mathbb{R}\langle\langle X\rangle\rangle^{n \times n}$ is defined componentwise using the ultrametric dist on $\mathbb{R}\langle\langle X\rangle\rangle$, that is, if $\mathbf{A}, \mathbf{B} \in \mathbb{R}\langle\langle X\rangle\rangle^{n \times n}$ then $\operatorname{dist}(\mathbf{A}, \mathbf{B}):=\max _{i, j} \operatorname{dist}\left(a_{i j}, b_{i j}\right)$. A matrix $\mathbf{C} \in \mathbb{R}\langle\langle X\rangle\rangle^{n \times n}$ is called proper when every component $c_{i j}$ is proper. Similar to the scalar case, one can verify that $\mathbf{C}^{*}$ is well defined if $\mathbf{C}$ is proper (see Problem 4.1.4). The following lemma describes more precisely the nature of the components of $\mathbf{C}^{*}$. This characterization will be employed shortly to describe the relationship between rational and recognizable series.

Lemma 4.1 If $\mathbf{C} \in \mathbb{R}\langle\langle X\rangle\rangle^{n \times n}$ is proper then

$$
\mathbf{C}^{*}=\sum_{i=0}^{\infty} \mathbf{C}^{i}
$$

has components in the rational closure of the components of $\mathbf{C}$.
Proof: The proof is by induction on $n$. The result is immediate when $n=1$. So select some $n \geq 1$ and assume the lemma holds up to this fixed value. Analogous to the scalar case, it is easily verified that $\mathbf{C}^{*} \in \mathbb{R}^{(n+1) \times(n+1)}$ is the unique solution to the matrix equations

$$
\left(I_{n+1}-\mathbf{C}\right) \mathbf{C}^{*}=I_{n+1}, \quad \mathbf{C}^{*}\left(I_{n+1}-\mathbf{C}\right)=I_{n+1},
$$

where $I_{n+1}$ is an $(n+1) \times(n+1)$ identity matrix (see Problem 4.1.5). Consequently,

$$
\begin{equation*}
\mathbf{C}^{*}=I_{n+1}+\mathbf{C C}^{*}=I_{n+1}+\mathbf{C}^{*} \mathbf{C} \tag{4.1}
\end{equation*}
$$

Now partition the rows and columns of the matrix $\mathbf{C}$ in the following manner:

$$
\mathbf{C}=\left[\begin{array}{l|l}
\mathbf{C}_{1} & \mathbf{C}_{4} \\
\hline \mathbf{C}_{3} & \mathbf{C}_{2}
\end{array}\right]^{n}
$$

It can be verified by direct substitution into (4.1) that

$$
\mathbf{C}^{*}=\left[\begin{array}{cc}
\Delta_{1}^{*} & \mathbf{C}_{1}^{*} \mathbf{C}_{4} \Delta_{2}^{*}  \tag{4.2}\\
\mathbf{C}_{2}^{*} \mathbf{C}_{3} \Delta_{1}^{*} & \Delta_{2}^{*}
\end{array}\right]
$$

where $\Delta_{1}=\mathbf{C}_{1}+\mathbf{C}_{4} \mathbf{C}_{2}^{*} \mathbf{C}_{3}$ and $\Delta_{2}=\mathbf{C}_{2}+\mathbf{C}_{3} \mathbf{C}_{1}^{*} \mathbf{C}_{4}$ (see Problem 4.1.6). Since the lemma is assumed to hold for matrices of dimension $n$ or less, all the components of $\mathbf{C}_{1}^{*}$ and $\mathbf{C}_{2}^{*}$ are in the rational closure of the components of $\mathbf{C}$. The same is obviously true for the components of $\Delta_{1}^{*}$ and $\Delta_{2}^{*}$, and thus for all the components of $\mathbf{C}^{*}$. Hence, by induction, the lemma is true for all $n \geq 1$.

### 4.2 Recognizable Series

As discussed in Section 2.1, the collection of $\mathbb{R}$-linear mappings on the vector space $\mathbb{R}^{n}$, represented by the set of matrices $\mathbb{R}^{n \times n}$, forms a monoid under matrix multiplication. The following definition utilizes this fact to describe the central notion behind recognizability of a formal power series.
Definition 4.2 A linear representation of a series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is any triple $(\mu, \gamma, \lambda)$, where

$$
\mu: X^{*} \rightarrow \mathbb{R}^{n \times n}
$$

is a monoid homomorphism, and $\gamma, \lambda^{T} \in \mathbb{R}^{n \times 1}$ are such that

$$
(c, \eta)=\lambda \mu(\eta) \gamma, \forall \eta \in X^{*}
$$

The integer $n \geq 1$ is the dimension of the representation.
Definition 4.3 $A$ series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is called recognizable if it has a linear representation.

Given any linear representation $(\mu, \gamma, \lambda)$ of $c$, the homomorphism $\mu$ is uniquely specified by its image on $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$, specifically by the set of matrices $N=\left\{N_{0}, N_{1}, \ldots, N_{m}\right\}$, where $N_{i}=\mu\left(x_{i}\right), i=$ $0,1, \ldots, m$ (see Problem 2.1.3). In which case, $c$ can be written in the form

$$
\begin{align*}
c & =\sum_{\eta \in X^{*}}(\lambda \mu(\eta) \gamma) \eta \\
& =\sum_{k=0}^{\infty} \sum_{i_{1}, \ldots, i_{k}=0}^{m}\left(\lambda N_{i_{k}} \cdots N_{i_{1}} \gamma\right) x_{i_{k}} \cdots x_{i_{1}} . \tag{4.3}
\end{align*}
$$

Given one linear representation for $c$, it is trivial to produce another representation of the same dimension. The set of all nonsingular matrices in $\mathbb{R}^{n \times n}$ defines the general linear group $G L_{n}(\mathbb{R})$. This group acts as a transformation group on the set of $n$ dimensional linear representations via the mapping

$$
\mathcal{A}_{T}:\left(\mu_{N}, \gamma, \lambda\right) \rightarrow\left(\mu_{\tilde{N}}, \tilde{\gamma}, \tilde{\lambda}\right)
$$

where $\mu_{N}$ is the monoid homomorphism specified by the set of matrices $N$, and

$$
\tilde{N}_{i}=T N_{i} T^{-1}, \tilde{\gamma}=T \gamma, \quad \tilde{\lambda}=\lambda T^{-1} .
$$

Clearly $\left(\mu_{\tilde{N}}, \tilde{\gamma}, \tilde{\lambda}\right)$ is another representation of $c$. Since there are uncountable infinitely many such $T$ in $G L_{n}(\mathbb{R})$, the set of linear representations of $c$ has the same cardinality. In fact, the action $\mathcal{A}$ does not account for all possible representations of $c$ since representations of different dimensions can also exist (see Problem 4.4.6).

Example 4.3 Suppose $X=\left\{x_{0}\right\}$ and $c \in \mathbb{R}\left[\left[X_{0}\right]\right]$ is recognizable with representation ( $\mu_{A}, z_{0}, C$ ) and $A=\mu(x)$. Using the homomorphism

$$
\begin{aligned}
\rho & : X^{*} \rightarrow \mathbb{N} \\
& : \eta \mapsto|\eta|
\end{aligned}
$$

described in Example 2.3, the mapping

$$
\mu_{A}(\eta)=A^{\rho(\eta)}
$$

is a homomorphism of $X^{*}$ into $\mathbb{R}^{n \times n}$. Therefore, the series $c$ can be written in the form

$$
\begin{aligned}
c & =\sum_{\eta \in X^{*}}\left(C A^{\rho(\eta)} z_{0}\right) \eta=\sum_{i=0}^{\infty}\left(C A^{i} z_{0}\right) x_{0}^{i} \\
& =C\left(A x_{0}\right)^{*} z_{0} .
\end{aligned}
$$

A central question is how to determine when a given series is recognizable. Ultimately, this will be answered via three different methods, each of which provides some insight into the nature of recognizable series. But first a necessary condition for recognizability is presented. In applications, it can be useful for quickly determining if a specific series has any hope of being recognizable.

Theorem 4.1 If $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is recognizable, then $c$ is globally convergent with Gevrey order $s^{*}=0$.

Proof: Since $c$ is recognizable, its coefficients can be written in the form

$$
\left(c, x_{i_{k}} \cdots x_{i_{1}}\right)=\lambda N_{i_{k}} \cdots N_{i_{1}} \gamma
$$

Assuming $c \neq 0$, otherwise the problem is trivial, define the positive constants $K=\|\lambda\|\|\gamma\|$ and $M=\max _{i}\left\|N_{i}\right\|$, where $\|\cdot\|$ when applied to a matrix denotes the induced matrix norm. For any $k \geq 0$, it follows from the Cauchy-Schwarz inequality that

$$
\begin{aligned}
\left|\left(c, x_{i_{k}} \cdots x_{i_{1}}\right)\right| & =\left|\lambda N_{i_{k}} \cdots N_{i_{1}} \gamma\right| \\
& \leq\|\lambda\|\left\|N_{i_{k}} \cdots N_{i_{1}} \gamma\right\| \\
& \leq\|\lambda\|\left\|N_{i_{k}} \cdots N_{i_{1}}\right\|\|\gamma\| \\
& \leq\|\lambda\|\left\|N_{i_{k}}\right\| \cdots\left\|N_{i_{1}}\right\|\|\gamma\| \\
& \leq K M^{k} .
\end{aligned}
$$

Thus, if a series $c$ is recognizable, its coefficients can have at most a geometric growth rate. The following property provides the first necessary and sufficient test for recognizability. The subsequent two sections provide alternative characterizations of recognizability in terms of rationality and the Hankel mapping of $c$.

Definition 4.4 $A$ subset $V \subset \mathbb{R}\langle\langle X\rangle\rangle$ is called stable when $\xi^{-1}(c) \in$ $V$ for all $c \in V$ and $\xi \in X^{*}$.

Theorem 4.2 A series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is recognizable if and only if there exists a stable finite dimensional $\mathbb{R}$-vector subspace of $\mathbb{R}\langle\langle X\rangle\rangle$ containing $c$.

Proof: Suppose $c$ is recognizable. Then there exists a linear representation ( $\mu, \gamma, \lambda$ ) of finite dimension $n$ such that

$$
(c, \eta)=\lambda \mu(\eta) \gamma, \forall \eta \in X^{*}
$$

Define the set of series $\left\{\bar{c}_{i}\right\}_{i=1}^{n}$ in $\mathbb{R}\langle\langle X\rangle\rangle$ by

$$
\left(\bar{c}_{i}, \eta\right)=[\mu(\eta) \gamma]_{i}, i=1, \ldots, n
$$

where $[v]_{i}$ denotes the $i$-th component of vector $v \in \mathbb{R}^{n}$. Let $V$ be the $\mathbb{R}$-vector subspace of $\mathbb{R}\langle\langle X\rangle\rangle$ defined by the span of $\left\{\bar{c}_{i}\right\}_{i=1}^{n}$. Observe that for any $\eta \in X^{*}$,

$$
(c, \eta)=\lambda \mu(\eta) \gamma=\sum_{i=1}^{n} \lambda_{i}[\mu(\eta) \gamma]_{i}=\sum_{i=1}^{n} \lambda_{i}\left(\bar{c}_{i}, \eta\right)
$$

and thus,

$$
\begin{aligned}
c & =\sum_{\eta \in X^{*}}(c, \eta) \eta=\sum_{\eta \in X^{*}}\left(\sum_{i=1}^{n} \lambda_{i}\left(\bar{c}_{i}, \eta\right)\right) \eta \\
& =\sum_{i=1}^{n} \lambda_{i}\left(\sum_{\eta \in X^{*}}\left(\bar{c}_{i}, \eta\right) \eta\right)=\sum_{i=1}^{n} \lambda_{i} \bar{c}_{i} .
\end{aligned}
$$

Hence, $c \in V$. Now select any $\hat{c} \in V$. Clearly, there exists real numbers $\left\{\hat{\lambda}_{i}\right\}_{i=1}^{n}$ such that

$$
\begin{aligned}
(\hat{c}, \eta) & =\sum_{i=1}^{n} \hat{\lambda}_{i}\left(\bar{c}_{i}, \eta\right) \\
& =\sum_{i=1}^{n} \hat{\lambda}_{i}[\mu(\eta) \gamma]_{i} \\
& =\hat{\lambda} \mu(\eta) \gamma .
\end{aligned}
$$

Consequently, for any $\xi \in X^{*}$

$$
\begin{aligned}
\xi^{-1}(\hat{c}) & =\sum_{\eta \in X^{*}}(\hat{c}, \xi \eta) \eta=\sum_{\eta \in X^{*}}(\hat{\lambda} \mu(\xi \eta) \gamma) \eta \\
& =\sum_{\eta \in X^{*}}(\hat{\lambda} \mu(\xi) \mu(\eta) \gamma) \eta \\
& =\sum_{\eta \in X^{*}} \sum_{i=1}^{n}[\hat{\lambda} \mu(\xi)]_{i}[\mu(\eta) \gamma]_{i} \eta \\
& =\sum_{i=1}^{n}[\hat{\lambda} \mu(\xi)]_{i} \bar{c}_{i}
\end{aligned}
$$

So $\xi^{-1}(\hat{c}) \in V$, and this proves the theorem in one direction.
Now conversely, let $V$ be a stable $n$-dimensional $\mathbb{R}$-vector subspace of $\mathbb{R}\langle\langle X\rangle\rangle$ containing $c$. Let $\left\{\bar{c}_{i}\right\}_{i=1}^{n}$ be any basis for $V$. Then it is possible to write

$$
\begin{equation*}
c=\sum_{i=1}^{n} \lambda_{i} \bar{c}_{i} \tag{4.4}
\end{equation*}
$$

for some $\lambda_{i} \in \mathbb{R}, i=1, \ldots, n$. Since $V$ is stable, it follows that $x^{-1}\left(\bar{c}_{i}\right) \in$ $V$ for every letter $x \in X$ and every $i=1,2, \ldots, n$. Thus, it is also possible to write

$$
x^{-1}\left(\bar{c}_{i}\right)=\sum_{j=1}^{n}[\mu(x)]_{i j} \bar{c}_{j}
$$

where $[\mu(x)]_{i j} \in \mathbb{R}, i, j=1, \ldots, n$. This clearly defines a mapping $\mu: X \mapsto \mathbb{R}^{n \times n}$. Furthermore, this mapping can be uniquely extended in the usual manner to a monoid homomorphism $\mu: X^{*} \rightarrow \mathbb{R}^{n \times n}$, i.e.,

$$
\begin{equation*}
\mu\left(x_{i_{k}} x_{i_{k-1}} \cdots x_{i_{1}}\right)=\mu\left(x_{i_{k}}\right) \mu\left(x_{i_{k-1}}\right) \cdots \mu\left(x_{i_{1}}\right) \tag{4.5}
\end{equation*}
$$

(see Problem 2.1.3). It is now shown inductively on the length of an arbitrary $\eta \in X^{*}$ that

$$
\begin{equation*}
\eta^{-1}\left(\bar{c}_{i}\right)=\sum_{j=1}^{n}[\mu(\eta)]_{i j} \bar{c}_{j} \tag{4.6}
\end{equation*}
$$

The empty word case is trivial, and the case where $\eta \in X$ was established above. Suppose that up to some fixed $k \geq 1$ the identity (4.6) holds for every $\eta \in X^{k}$. Then for any $x \in X$ it follows that

$$
\begin{aligned}
(\eta x)^{-1}\left(\bar{c}_{i}\right) & =x^{-1}\left(\eta^{-1}\left(\bar{c}_{i}\right)\right) \\
& =x^{-1}\left(\sum_{k=1}^{n}[\mu(\eta)]_{i k} \bar{c}_{k}\right) \\
& =\sum_{k=1}^{n}[\mu(\eta)]_{i k} x^{-1}\left(\bar{c}_{k}\right) \\
& =\sum_{k=1}^{n}[\mu(\eta)]_{i k} \sum_{j=1}^{n}[\mu(x)]_{k j} \bar{c}_{j} \\
& =\sum_{j=1}^{n}\left(\sum_{k=1}^{n}[\mu(\eta)]_{i k}[\mu(x)]_{k j}\right) \bar{c}_{j} \\
& =\sum_{j=1}^{n}[\mu(\eta x)]_{i j} \bar{c}_{j}
\end{aligned}
$$

Hence, equation (4.6) holds for all $\eta \in X^{k+1}$ and thus for every word in $X^{*}$. Now define $\gamma \in \mathbb{R}^{n \times 1}$ componentwise by $\gamma_{j}=\left(\bar{c}_{j}, \emptyset\right)$. Observe that for any $\eta \in X^{*}$

$$
\begin{aligned}
\left(\bar{c}_{i}, \eta\right) & =\left(\eta^{-1}\left(\bar{c}_{i}\right), \emptyset\right) \\
& =\sum_{j=1}^{n}[\mu(\eta)]_{i j}\left(\bar{c}_{j}, \emptyset\right) \\
& =[\mu(\eta) \gamma]_{i},
\end{aligned}
$$

and thus, from equation (4.4),

$$
\begin{aligned}
(c, \eta) & =\sum_{i=1}^{n} \lambda_{i}\left(\bar{c}_{i}, \eta\right) \\
& =\sum_{i=1}^{n} \lambda_{i}[\mu(\eta) \gamma]_{i} \\
& =\lambda \mu(\eta) \gamma .
\end{aligned}
$$

So $c$ is recognizable.

Example 4.4 Suppose $p \in \mathbb{R}\langle X\rangle$ where $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$. Let $V_{p}$ be the $\mathbb{R}$-vector subspace of $\mathbb{R}\langle X\rangle \subset \mathbb{R}\langle\langle X\rangle\rangle$, where $\hat{p} \in V_{p}$ if $\operatorname{deg}(\hat{p}) \leq \operatorname{deg}(p)$. Clearly $p \in V_{p}$, and it is easily verified that $\operatorname{dim}\left(V_{p}\right)=$ $\sum_{i=0}^{\operatorname{deg}(p)}(m+1)^{i}$. In addition, $V_{p}$ is stable since $\xi^{-1}(\hat{p}) \leq \operatorname{deg}(p)$ for any $\xi \in X^{*}$ and $\hat{p} \in V_{p}$. Thus, every polynomial $p$, which was already known to be rational, is now also seen to be recognizable.

Example 4.5 Suppose $p \in \mathbb{R}\langle X\rangle$ with $(p, \emptyset)=1$. Then $p^{-1}=\left(p^{\prime}\right)^{*}$, where $p^{\prime}=1-p$. Since $p^{\prime}$ is recognizable there exists a finitedimensional $\mathbb{R}$-vector subspace $V_{p^{\prime}}$ containing $p^{\prime}$. Define a second subspace

$$
V_{p^{-1}}=\left\{\alpha+\hat{p} p^{-1}: \alpha \in \mathbb{R}, \hat{p} \in V_{p^{\prime}}\right\} .
$$

Clearly, $p^{-1} \in V_{p^{-1}}$ since $p^{-1}=1+p^{\prime} p^{-1}$. The subspace $V_{p^{-1}}$ is finite dimensional since $V_{p^{\prime}}$ is. The stability of $V_{p^{-1}}$ follows directly from Lemma 2.1 using the fact that $p^{\prime}$ is proper. Specifically, for any $x \in X$ :

$$
x^{-1}\left(\alpha+\hat{p} p^{-1}\right)=x^{-1}\left(\hat{p} p^{-1}\right)
$$

$$
\begin{aligned}
& =x^{-1}(\hat{p}) p^{-1}+(\hat{p}, \emptyset) x^{-1}\left(p^{-1}\right) \\
& =x^{-1}(\hat{p}) p^{-1}+(\hat{p}, \emptyset) x^{-1}\left(p^{\prime} p^{-1}\right) \\
& =x^{-1}(\hat{p}) p^{-1}+(\hat{p}, \emptyset) x^{-1}\left(p^{\prime}\right) p^{-1} \\
& =\left[x^{-1}(\hat{p})+(\hat{p}, \emptyset) x^{-1}\left(p^{\prime}\right)\right] p^{-1} .
\end{aligned}
$$

But $x^{-1}(\hat{p}), x^{-1}\left(p^{\prime}\right) \in V_{p^{\prime}}$ since $\hat{p}, p^{\prime} \in V_{p^{\prime}}$, and $V_{p^{\prime}}$ is stable. Thus, $x^{-1}\left(\alpha+\hat{p} p^{-1}\right) \in V_{p^{-1}}$, and therefore $V_{p^{-1}}$ is also stable (see Problem 4.2.1). Consequently, $p^{-1}$ is recognizable, in addition to being rational. In the next section, it is shown that being both rational and recognizable is no coincidence.

### 4.3 Schützenberger's Theorem

The following theorem is fundamental in the theory of rational series.
Theorem 4.3 (Schützenberger) A formal power series is rational if and only if it is recognizable.

Proof: Suppose $c$ is recognizable. Let $(\mu, \gamma, \lambda)$ be any linear representation of $c$ of dimension $n$. Consider the proper matrix in $\mathbb{R}\langle X\rangle^{n \times n}$ :

$$
\mathbf{C}=\sum_{x \in X} \mu(x) x .
$$

It follows from a defining property of homomorphisms (see equation (2.1)) and a modest generalization of the identity $(\operatorname{char}(X))^{i}=$ $\operatorname{char}\left(X^{i}\right)$ (see Problem 2.4.6) that

$$
\begin{aligned}
\mathbf{C}^{*} & =\sum_{i=0}^{\infty} \mathbf{C}^{i}=\sum_{i=0}^{\infty}\left(\sum_{x \in X} \mu(x) x\right)^{i} \\
& =\sum_{i=0}^{\infty} \sum_{\eta \in X^{i}} \mu(\eta) \eta=\sum_{\eta \in X^{*}} \mu(\eta) \eta .
\end{aligned}
$$

Thus,

$$
c=\sum_{\eta \in X^{*}}(\lambda \mu(\eta) \gamma) \eta=\lambda \mathbf{C}^{*} \gamma .
$$



Fig. 4.1. The initial set inclusions in the proof that all rational series are recognizable.

From Lemma 4.1, every component of $\mathbf{C}^{*}$ is in the rational closure of the polynomials comprising $\mathbf{C}$. Hence, $c$ is rational.

It is next shown that all rational series are recognizable. In light of the result just proven above and Example 4.4, the known set inclusions are as shown in Figure 4.1. Observe it is only necessary to show that the set of recognizable series is rationally closed, and thus, it can not be smaller than the smallest rational closure of $\mathbb{R}\langle X\rangle$, namely, the set of rational series. Hence, the set of recognizable series is not a proper subset of the set of rational series, as shown in the figure, but is in fact equivalent to this set.

The set of recognizable series is rationally closed:

1. Suppose series $c$ and $d$ are recognizable. Let $V_{c}$ and $V_{d}$ be any corresponding stable finite dimensional $\mathbb{R}$-vector subspaces of $\mathbb{R}\langle\langle X\rangle\rangle$ as per Theorem 4.2. Then $c+d$ is in the inner sum $V_{c}+V_{d}$, which is also stable and a finite dimensional $\mathbb{R}$-vector subspaces of $\mathbb{R}\langle\langle X\rangle\rangle$ (see Problem 4.2.2). Hence, $c+d$ is recognizable. Closure under the scalar product is shown similarly.
2. Suppose series $c$ and $d$ are recognizable with $V_{c}$ and $V_{d}$ as defined above. Define the subspace

$$
V_{c d}=\left\{\hat{c} d+\hat{d}: \hat{c} \in V_{c}, \hat{d} \in V_{d}\right\} .
$$

$V_{c d}$ contains $c d$ and is finite dimensional since both $V_{c}$ and $V_{d}$ are. Furthermore, as a direct consequence of Lemma 2.1, $V_{c d}$ is stable (see Problem 4.3.1). Thus, $c d$ is recognizable.
3. Suppose $c$ is recognizable and proper. Define the subspace

$$
V_{c^{*}}=\left\{\alpha+\hat{c} c^{*}: \alpha \in \mathbb{R}, \hat{c} \in V_{c}\right\} .
$$

Again, $c^{*} \in V_{c^{*}}$, and $V_{c^{*}}$ is a finite dimensional $\mathbb{R}$-vector subspace of $\mathbb{R}\langle\langle X\rangle\rangle$ since $V_{c}$ is. The stability of $V_{c^{*}}$ follows from the same type of argument as given in Example 4.5. Specifically, from the identity $c^{*}=1+c c^{*}$ and the assumption that $(c, \emptyset)=0$, it follows for any $x \in X$ that:

$$
\begin{aligned}
x^{-1}\left(\alpha+\hat{c} c^{*}\right) & =x^{-1}\left(\hat{c} c^{*}\right) \\
& =x^{-1}(\hat{c}) c^{*}+(\hat{c}, \emptyset) x^{-1}\left(c^{*}\right) \\
& =x^{-1}(\hat{c}) c^{*}+(\hat{c}, \emptyset) x^{-1}\left(c c^{*}\right) \\
& =x^{-1}(\hat{c}) c^{*}+(\hat{c}, \emptyset) x^{-1}(c) c^{*} \\
& =\left[x^{-1}(\hat{c})+(\hat{c}, \emptyset) x^{-1}(c)\right] c^{*} .
\end{aligned}
$$

But $x^{-1}(\hat{c}), x^{-1}(c) \in V_{c}$ since $c, \hat{c} \in V_{c}$, and $V_{c}$ is stable. Thus, $x^{-1}\left(\alpha+\hat{c} c^{*}\right) \in V_{c^{*}}$, and therefore, $V_{c^{*}}$ is stable.

### 4.4 Hankel Rank of a Rational Series

In this section, a characterization of a rational/recognizable series is given via its Hankel mapping. The following definition generalizes the more familiar notion introduced in Chapter 1.

Definition 4.5 For any $c \in \mathbb{R}\langle\langle X\rangle\rangle$, the $\mathbb{R}$-linear mapping $\mathcal{H}_{c}$ : $\mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle\langle X\rangle\rangle$ on the $\mathbb{R}$-vector space $\mathbb{R}\langle X\rangle$ uniquely specified by

$$
\left(\mathcal{H}_{c}(\eta), \xi\right)=(c, \xi \eta), \quad \forall \xi, \eta \in X^{*}
$$

is called the Hankel mapping of $c$.

Each $\mathbb{R}$-vector space $\mathbb{R}\langle X\rangle$ and $\mathbb{R}\langle\langle X\rangle\rangle$ is clearly spanned by the set of monomials $\{1 \eta\}_{\eta \in X^{*}}$. So the mapping $\mathcal{H}_{c}: \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle\langle X\rangle\rangle$ has a matrix representation, whose $(\xi, \eta)$ component is given by $\left[\mathcal{H}_{c}\right]_{\xi, \eta}=$ $\left(\mathcal{H}_{c}(\eta), \xi\right)=(c, \xi \eta)$ (see Problem 4.4.1). Its range space, $\mathcal{H}_{c}(\mathbb{R}\langle X\rangle)$, is a vector subspace of $\mathbb{R}\langle\langle X\rangle\rangle$, but not necessarily finite dimensional. Consider the following definition.

Definition 4.6 The Hankel rank of $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is

$$
\rho_{H}(c)=\operatorname{dim}\left(\mathcal{H}_{c}(\mathbb{R}\langle X\rangle)\right) .
$$

Example 4.6 Suppose $X=\left\{x_{0}\right\}$. Given any $c \in \mathbb{R}\langle\langle X\rangle\rangle$ and $x_{0}^{i}, x_{0}^{j} \in$ $X^{*}$, observe

$$
\left(\mathcal{H}_{c}\left(x_{0}^{i}\right), x_{0}^{j}\right)=\left(c, x_{0}^{i+j}\right)
$$

Thus, the linear mapping $\mathcal{H}_{c}$ has the matrix representation

$$
\mathcal{H}_{c}=\left[\begin{array}{cccc}
(c, \emptyset) & \left(c, x_{0}\right) & \left(c, x_{0}^{2}\right) & \cdots \\
\left(c, x_{0}\right) & \left(c, x_{0}^{2}\right) & \left(c, x_{0}^{3}\right) & \cdots \\
\left(c, x_{0}^{2}\right) & \left(c, x_{0}^{3}\right) & \left(c, x_{0}^{4}\right) & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

which has the well known Hankel structure. As described in Section 1.1, when the rank of this matrix is finite, there exists polynomials $p, q \in$ $\mathbb{R}\langle X\rangle$ so that $c=p q^{-1}$. Hence, the series $c$ is rational.

The Hankel characterization of rationality for an arbitrary finite alphabet is given below.

Theorem 4.4 A series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is rational if and only if its Hankel rank, $\rho_{H}(c)$, is finite.

Proof: Suppose $c$ is rational. Then from Theorems 4.2 and 4.3 there exists a stable $\mathbb{R}$-vector subspace $V_{c} \subset \mathbb{R}\langle\langle X\rangle\rangle$ containing $c$ with finite dimension $n$. Let $\left\{\bar{c}_{i}\right\}_{i=1}^{n}$ be any basis for $V_{c}$. Since $V_{c}$ is stable, for any $\xi \in X^{*}$ there exists real numbers $\left\{\alpha_{\xi, i}\right\}_{i=1}^{n}$ such that

$$
\xi^{-1}(c)=\sum_{i=1}^{n} \alpha_{\xi, i} \bar{c}_{i} .
$$

For each $\bar{c}_{i}$, associate the companion series

$$
e_{i}=\sum_{\xi \in X^{*}} \alpha_{\xi, i} \xi
$$

It is shown next that $\mathcal{H}_{c}(\mathbb{R}\langle X\rangle)$ lies in the subspace of $\mathbb{R}\langle\langle X\rangle\rangle$ spanned by $\left\{e_{i}\right\}_{i=1}^{n}$. Therefore, $\rho_{H}(c) \leq n<\infty$. Select any polynomial $p=$ $\sum_{j=1}^{r}\left(p, \eta_{j}\right) \eta_{j}$ and apply $\mathcal{H}_{c}$ :

$$
\begin{aligned}
\mathcal{H}_{c}(p) & =\sum_{j=1}^{r} \mathcal{H}_{c}\left(\eta_{j}\right)\left(p, \eta_{j}\right) \\
& =\sum_{j=1}^{r} \sum_{\xi \in X^{*}}\left(\mathcal{H}_{c}\left(\eta_{j}\right), \xi\right) \xi\left(p, \eta_{j}\right) \\
& =\sum_{j=1}^{r} \sum_{\xi \in X^{*}}\left(c, \xi \eta_{j}\right) \xi\left(p, \eta_{j}\right) \\
& =\sum_{j=1}^{r} \sum_{\xi \in X^{*}}\left(\xi^{-1}(c), \eta_{j}\right) \xi\left(p, \eta_{j}\right) \\
& =\sum_{j=1}^{r} \sum_{\xi \in X^{*}}\left[\sum_{i=1}^{n} \alpha_{\xi, i}\left(\bar{c}_{i}, \eta_{j}\right)\right] \xi\left(p, \eta_{j}\right) \\
& =\sum_{i=1}^{n}\left[\sum_{j=1}^{r}\left(\bar{c}_{i}, \eta_{j}\right)\left(p, \eta_{j}\right)\right] e_{i} .
\end{aligned}
$$

Thus, the first half of the theorem is proved.
Now consider the converse claim. Suppose $\rho_{H}(c)$ is finite, say $\rho_{H}(c)=n$. The set of words $\left\{\eta_{i}\right\}_{i=1}^{n}$ in $X^{*}$, which label the $n$ linearly independent columns of $\mathcal{H}_{c}$, describe a basis $\left\{\mathcal{H}_{c}\left(\eta_{i}\right)\right\}_{i=1}^{n}$ for $\mathcal{H}_{c}(\mathbb{R}\langle X\rangle)$. For each $x \in X$, one can uniquely define a matrix $\mu(x) \in \mathbb{R}^{n \times n}$ via the system of equations

$$
\begin{equation*}
\mathcal{H}_{c}\left(x \eta_{i}\right)=\sum_{j=1}^{n}[\mu(x)]_{j i} \mathcal{H}_{c}\left(\eta_{j}\right), \quad i=1, \ldots, n, \tag{4.7}
\end{equation*}
$$

since $\mathcal{H}_{c}\left(x \eta_{i}\right)$ is the $x \eta_{i}$-th column of the matrix $\mathcal{H}_{c}$. The mapping $\mu: X \rightarrow \mathbb{R}^{n \times n}$ can be uniquely extended to a monoid homomorphism on $X^{*}$ via equation (4.5). (This part of the proof closely parallels the proof of Theorem 4.2.) It is now shown inductively on word length that for an arbitrary $\eta \in X^{*}$

$$
\begin{equation*}
\mathcal{H}_{c}\left(\eta \eta_{i}\right)=\sum_{j=1}^{n}[\mu(\eta)]_{j i} \mathcal{H}_{c}\left(\eta_{j}\right) \tag{4.8}
\end{equation*}
$$

The claim is trivial if $\eta$ is empty. Apply (4.7) for words of length one. Suppose that up to some fixed $k \geq 0$ the identity (4.8) holds for every $\eta \in X^{k}$. Then for any $x \in X$ and $\xi \in X^{*}$ observe that

$$
\begin{aligned}
\left(\mathcal{H}_{c}\left(x \eta \eta_{i}\right), \xi\right) & =\left(c, \xi x \eta \eta_{i}\right) \\
& =\left(\mathcal{H}_{c}\left(\eta \eta_{i}\right), \xi x\right) \\
& =\sum_{k=1}^{n}[\mu(\eta)]_{k i}\left(\mathcal{H}_{c}\left(\eta_{k}\right), \xi x\right) \\
& =\sum_{k=1}^{n}[\mu(\eta)]_{k i}\left(\mathcal{H}_{c}\left(x \eta_{k}\right), \xi\right) \\
& =\sum_{k=1}^{n}[\mu(\eta)]_{k i} \sum_{j=1}^{n}[\mu(x)]_{j k}\left(\mathcal{H}_{c}\left(\eta_{j}\right), \xi\right) \\
& =\sum_{j=1}^{n}[\mu(x \eta)]_{j i}\left(\mathcal{H}_{c}\left(\eta_{j}\right), \xi\right) .
\end{aligned}
$$

Thus, equation (4.8) holds for every $\eta \in X^{*}$. Now since $c \in \mathcal{H}_{c}(\mathbb{R}\langle X\rangle)$ ( $\left.c=\mathcal{H}_{c}(1)\right)$, there must exist scalars $\left\{\gamma_{i}\right\}_{i=1}^{n}$ such that $c=\sum_{i=1}^{n} \gamma_{i} \mathcal{H}_{c}\left(\eta_{i}\right)$. Therefore, given any $\eta \in X^{*}$ observe

$$
\begin{aligned}
(c, \eta) & =\sum_{i=1}^{n} \gamma_{i}\left(\mathcal{H}_{c}\left(\eta_{i}\right), \eta\right)=\sum_{i=1}^{n} \gamma_{i}\left(c, \eta \eta_{i}\right) \\
& =\sum_{i=1}^{n} \gamma_{i}\left(\mathcal{H}_{c}\left(\eta \eta_{i}\right), \emptyset\right)=\sum_{i=1}^{n} \gamma_{i} \sum_{j=1}^{n}[\mu(\eta)]_{j i}\left(\mathcal{H}_{c}\left(\eta_{j}\right), \emptyset\right) \\
& =\lambda \mu(\eta) \gamma
\end{aligned}
$$

where

$$
\begin{aligned}
\lambda & =\left[\left(\mathcal{H}_{c}\left(\eta_{1}\right), \emptyset\right)\left(\mathcal{H}_{c}\left(\eta_{2}\right), \emptyset\right) \cdots\left(\mathcal{H}_{c}\left(\eta_{n}\right), \emptyset\right)\right] \\
& =\left[\left(c, \eta_{1}\right)\left(c, \eta_{2}\right) \cdots\left(c, \eta_{n}\right)\right] \\
\gamma & =\left[\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right]^{T} .
\end{aligned}
$$

Thus, $c$ is recognizable, or equivalently, rational.

Example 4.7 Let $X=\left\{x_{1}\right\}$ and consider the series $c=\sum_{k \geq 0} x_{1}^{k}$. For any $p \in \mathbb{R}\langle X\rangle$ and $\eta \in X^{*}$ observe that

$$
\begin{aligned}
\left(\mathcal{H}_{c}(p), \eta\right) & =\sum_{\xi \in X^{*}}(p, \xi)\left(\mathcal{H}_{c}(\xi), \eta\right) \\
& =\sum_{\xi \in X^{*}}(p, \xi)(c, \eta \xi) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left(\mathcal{H}_{c}(p), x_{1}^{i}\right) & =\sum_{j=0}^{\infty}\left(p, x_{1}^{j}\right)\left(c, x_{1}^{i} x_{1}^{j}\right) \\
& =\sum_{j=0}^{\infty}\left(p, x_{1}^{j}\right)
\end{aligned}
$$

or equivalently,

$$
\begin{aligned}
\mathcal{H}_{c}(p) & =\sum_{i=0}^{\infty}\left[\sum_{j=0}^{\infty}\left(p, x_{1}^{j}\right)\right] x_{1}^{i} \\
& =c \sum_{j=0}^{\infty}\left(p, x_{1}^{j}\right) .
\end{aligned}
$$

Thus, it follows that $\rho_{H}(c)=1$. It is easy to see that $\left(N_{1}, \lambda, \gamma\right)=$ $(1,1,1)$ is a linear representation of $c$

Example 4.8 Suppose $X=\left\{x_{0}, x_{1}\right\}$. Consider a linear series $c \in$ $\mathbb{R}\langle\langle X\rangle\rangle$ with coefficients

$$
(c, \eta)=\left\{\begin{array}{cl}
C A^{k} B_{1} & : \eta=x_{0}^{k} x_{1}, \quad k \geq 0 \\
0 & : \text { otherwise }
\end{array}\right.
$$

where $\left(A, B_{1}, C\right)$ is the controllability canonical form of $c$ :

$$
A=\left[\begin{array}{cc}
0 & -(\tilde{a}, \emptyset) \\
1 & -\left(\tilde{a}, x_{0}\right)
\end{array}\right], \quad B_{1}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad C=\left[\begin{array}{cc}
\left(c, x_{1}\right) & \left(c, x_{0} x_{1}\right)
\end{array}\right] .
$$

This series is rational since it can be directly verified that $c=b a^{-1} x_{1}$ with

$$
\begin{aligned}
a & =1+\left(a, x_{0}\right) x_{0}+\left(a, x_{0}^{2}\right) x_{0}^{2} \\
b & =(b, \emptyset)+\left(b, x_{0}\right) x_{0}
\end{aligned}
$$

where $\left(a, x_{0}^{i}\right)=\left(\tilde{a}, x_{0}^{2-i}\right)$ for $i=1,2,(b, \emptyset)=\left(c, x_{1}\right)$ and $\left(b, x_{0}\right)=$ $\left(c, x_{0} x_{1}\right)+\left(c, x_{1}\right)\left(a, x_{0}\right)$ (see Section 1.4 and Problem 4.4.3). The inductive procedure used in the previous proof provides one way to synthesize a linear representation of $c$, but surprisingly it is distinct from the triple ( $\mu_{A}, B_{1}, C$ ). That is, what one commonly calls a realization for this linear series does not directly yield a linear representation of c. The Hankel matrix for $c$ is

$$
\begin{gathered}
\mathcal{H}_{c}=\left[\begin{array}{cccccccc}
\emptyset & x_{0} & x_{1} & x_{0}^{2} & x_{0} x_{1} & x_{1} x_{0} & x_{1}^{2} \\
0 & 0 & C B_{1} & 0 & C A B_{1} & 0 & 0 & \cdots \\
0 & 0 & C A B_{1} & 0 & C A^{2} B_{1} & 0 & 0 & \cdots \\
C B_{1} & 0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & C A^{2} B_{1} & 0 & C A^{3} B_{1} & 0 & 0 & \cdots \\
C A B_{1} & 0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right] \begin{array}{l}
\emptyset \\
\uparrow \\
\uparrow \\
\end{array} \quad \uparrow \\
x_{0} \\
x_{0} \\
x_{0} x_{1} \\
x_{1} x_{0} \\
x_{1}^{2} \\
\end{gathered}
$$

If the polynomials $\tilde{b}$ and $\tilde{a}$ share no common roots, then the columns corresponding the words $\eta_{1}=\emptyset, \eta_{2}=x_{1}$, and $\eta_{3}=x_{0} x_{1}$ are linearly independent, while all columns to the right of these columns lie in their span. Thus, $\rho_{H}(c)=3$. According to equation (4.7) and employing the Cayley-Hamilton Theorem,

$$
\begin{aligned}
& \mathcal{H}_{c}\left(x_{0} \eta_{1}\right)=0 \\
& \mathcal{H}_{c}\left(x_{0} \eta_{2}\right)=\mathcal{H}_{c}\left(\eta_{3}\right) \\
& \mathcal{H}_{c}\left(x_{0} \eta_{3}\right)=-(\tilde{a}, \emptyset) \mathcal{H}_{c}\left(\eta_{2}\right)-\left(\tilde{a}, x_{0}\right) \mathcal{H}_{c}\left(\eta_{3}\right) \\
& \mathcal{H}_{c}\left(x_{1} \eta_{1}\right)=\mathcal{H}_{c}\left(\eta_{2}\right) \\
& \mathcal{H}_{c}\left(x_{1} \eta_{2}\right)=0 \\
& \mathcal{H}_{c}\left(x_{1} \eta_{3}\right)=0 .
\end{aligned}
$$

The corresponding homomorphism, $\mu_{N}$, is therefore uniquely specified by $N=\left\{N_{0}, N_{1}\right\}$, where

$$
N_{0}=\left[\begin{array}{c|cc}
0 & 0 & 0 \\
\hline 0 & 0 & -(\tilde{a}, \emptyset) \\
0 & 1 & -\left(\tilde{a}, x_{0}\right)
\end{array}\right], \quad N_{1}=\left[\begin{array}{c|cc}
0 & 0 & 0 \\
\hline 1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

The remaining portion of the linear representation follows from this same construction to be

$$
\lambda=\left[\begin{array}{ll}
0 \mid\left(c, x_{1}\right) & \left(c, x_{0} x_{1}\right)
\end{array}\right], \gamma=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] .
$$

Clearly, the triple ( $A, B_{1}, C$ ) is imbedded in this representation. (See Problem 4.4.4 for the most general case.) Note that $\mathcal{H}_{c}$ given above is a Hankel matrix for a series in two letters, while in contrast, the Hankel matrix $\mathcal{H}_{c_{i}}$ employed in Chapter 1 (equation (1.27)), is a Hankel matrix for a series in only one letter, namely the series $b_{i} a_{i}^{-1}$ in $x_{0}$.

The link between rationality of a series and its Hankel mapping can also be seen through a canonical factorization of the latter. ${ }^{1}$ Specifically, the finiteness of the Hankel rank implies the existence of a factorization of $\mathcal{H}_{c}=Q_{c} P_{c}$, where $P_{c}: \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle X\rangle$ is an $\mathbb{R}$ vector space homomorphism whose range has dimensional $\rho_{H}(c)$, and $Q_{c}: \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle\langle X\rangle\rangle$ is an $\mathbb{R}$-vector space isomorphism onto the range of $\mathcal{H}_{c}$. To produce such a factorization, define the following equivalence relation on $\mathbb{R}\langle X\rangle$ :

$$
p \sim p^{\prime} \Longleftrightarrow \mathcal{H}_{c}(p)=\mathcal{H}_{c}\left(p^{\prime}\right) \Longleftrightarrow p-p^{\prime} \in \operatorname{null}\left(\mathcal{H}_{c}\right)
$$

In which case, the canonical factorization induced by this relation yields the desired mappings:

$$
\begin{aligned}
& P_{c}: \mathbb{R}\langle X\rangle \rightarrow \mathbb{R}\langle X\rangle / \sim \\
& Q_{c}: \mathbb{R}\langle X\rangle / \sim \rightarrow \mathbb{R}\langle\langle X\rangle\rangle
\end{aligned}
$$

(see Figure 4.2). The existence of the vector space isomorphism $Q_{c}$ means that $\mathbb{R}\langle X\rangle / \sim$ is a $\rho_{H}(c)$ dimensional subspace of $\mathbb{R}\langle X\rangle$. It is also an $\mathbb{R}\langle X\rangle$-module under the product

$$
\begin{equation*}
x_{i} \cdot P_{c}(p):=P_{c}\left(p x_{i}\right), \quad x_{i} \in X, \quad p \in \mathbb{R}\langle X\rangle \tag{4.9}
\end{equation*}
$$

[^21]

Fig. 4.2. The canonical factorization of the Hankel mapping $\mathcal{H}_{c}: \mathbb{R}\langle X\rangle \mapsto \mathbb{R}\langle\langle X\rangle\rangle$.
(see Problem 4.4.2).
Next it is shown that this canonical factorization of $\mathcal{H}_{c}$ leads directly to an $\rho_{H}(c)$ dimensional representation of $c$. Set $Z=\mathbb{R}\langle X\rangle / \sim$ and define for each $x_{i} \in X$ the $\mathbb{R}$-linear map

$$
X_{i}: Z \rightarrow Z: z \mapsto x_{i} \cdot z
$$

Fix a basis for $Z$, and let $N_{i}$ denote any matrix representation of $X_{i}$ in this basis. Define row vector $\gamma$ to be $P_{c}(\mathbf{1}) \in Z$ written in terms of this basis. Likewise, the column vector $\lambda$ is a representation of the $\mathbb{R}$-linear $\operatorname{map} Z \rightarrow \mathbb{R}: p \mapsto\left(Q_{c}(z), \emptyset\right)$ in terms of this basis. Since $c=\mathcal{H}_{c}(\mathbf{1})$, it follows that for any $\eta=x_{i_{1}} x_{i_{2}} \cdots, x_{i_{k}} \in X^{*}$ :

$$
\begin{aligned}
\left(c, x_{i_{1}} x_{i_{2}} \cdots, x_{i_{k}}\right) & =\left(\mathcal{H}_{c}(\mathbf{1}), x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}\right) \\
& =\left(\mathcal{H}_{c}\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}\right), \emptyset\right) \\
& =\left(Q_{c} P_{c}\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}\right), \emptyset\right) \\
& =\left(Q_{c} X_{i_{k}} P_{c}\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{k-1}}\right), \emptyset\right) \\
& =\left(Q_{c} X_{i_{k-1}} X_{i_{k}} P_{c}\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{k-2}}\right), \emptyset\right) \\
& \vdots \\
& =\left(Q_{c}\left(X_{i_{1}} X_{x_{i_{2}}} \cdots X_{i_{k}} P_{c}(\mathbf{1})\right), \emptyset\right) \\
& =\lambda N_{i_{1}} N_{i_{2}} \cdots N_{i_{k}} \gamma
\end{aligned}
$$

and $(c, \emptyset)=\left(\mathcal{H}_{c}(\mathbf{1}), \emptyset\right)=\left(Q_{c}\left(P_{c}(\mathbf{1})\right), \emptyset\right)=\lambda \gamma$.
A linear representation of $c$ is said to be minimal if there exists no other linear representation of $c$ with a lower dimension. One advantage of the Hankel matrix characterization of rationality is that it provides the minimal dimension of its linear representations.
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Theorem 4.5 The minimal dimension of a linear representation of a rational series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is equivalent to its Hankel rank, $\rho_{H}(c)$.

Proof: Suppose $c$ has a linear representation of dimension $n<\rho_{H}(c)$. Then its underlying maps $X_{i}$ are on a vector space $Z$ of dimension $n$. In which case, the linear maps $Q_{c}$ and $P_{c}$ in the canonical factorization of $\mathcal{H}_{c}$ have matrix representations with rank not exceeding $n$. Therefore, $\operatorname{rank}\left(\mathcal{H}_{c}\right)=\operatorname{rank}\left(Q_{c} P_{c}\right) \leq n<\rho_{H}(c)$, which is a contradiction.

If $(\mu, \gamma, \lambda)$ is a minimal linear representation of $c$ then clearly so is $\mathcal{A}_{T}(\mu, \gamma, \lambda)$ for any $T \in G L_{n}(\mathbb{R})$. What is not so evident is whether all the minimal linear representations of $c$ lie on an orbit of the action $\mathcal{A}$, namely $\mathcal{O}_{(\mu, \gamma, \lambda)}(\mathcal{A}):=\left\{\mathcal{A}_{T}(\mu, \gamma, \lambda): T \in G L_{n}(\mathbb{R})\right\}$. The following theorem establishes this claim.

Theorem 4.6 Let $\left(\mu_{N}, \gamma, \lambda\right)$ and $\left(\mu_{\tilde{N}}, \tilde{\gamma}, \tilde{\lambda}\right)$, be two minimal linear representations of a rational series $c \in \mathbb{R}\langle\langle X\rangle\rangle$. Then there exists a matrix $T \in G L_{n}(\mathbb{R})$ such that $\left(\mu_{\tilde{N}}, \tilde{\gamma}, \tilde{\lambda}\right)=\mathcal{A}_{T}\left(\mu_{N}, \gamma, \lambda\right)$.
Proof: Since $(\mu, \gamma, \lambda)$ and $(\tilde{\mu}, \tilde{\gamma}, \tilde{\lambda})$ are both minimal linear representations of the same series $c$, they have the same Hankel matrix $\mathcal{H}_{c}$. The canonical factorization $\mathcal{H}_{c}=Q_{c} P_{c}$ depends only on the minimal dimension $\rho_{H}(c)$ of the vector space $Z=\mathbb{R}\langle X\rangle / \sim$. As each linear map $X_{i}: Z \rightarrow Z: z \mapsto x_{i} \cdot z$ is independently defined of any particular minimal representation, any two matrix representations of it must be related by similarity. As all such matrices in a given representation are by assumption written in terms of the same basis for $Z, \mu_{\tilde{N}}=\mu_{T N T^{-1}}$ for some $T \in G L_{n}(\mathbb{R})$. Furthermore, since for every $\eta \in X^{*}$

$$
\begin{aligned}
(c, \eta) & =\tilde{\lambda} \mu_{\tilde{N}}(\eta) \tilde{\gamma} \\
& =\tilde{\lambda} T \mu_{N}(\eta) T^{-1} \tilde{\gamma} \\
& =\lambda \mu_{N}(\eta) \gamma .
\end{aligned}
$$

It follows that $\tilde{\lambda}=\lambda T^{-1}$ and $\tilde{\gamma}=T \gamma$, hence proving the theorem.

Example 4.9 Example 4.7 can be generalized to an arbitrary alphabet $X=\left\{x_{0}, x_{1}, \ldots, x_{m}\right\}$ by considering the series $c=\sum_{\eta \in X^{*}} \eta$. As before, for any $p \in \mathbb{R}\langle X\rangle$ and $\eta \in X^{*}$ observe

$$
\left(\mathcal{H}_{c}(p), \eta\right)=\sum_{\xi \in X^{*}}(p, \xi)(c, \eta \xi)
$$

$$
=\sum_{\xi \in X^{*}}(p, \xi),
$$

and thus,

$$
\begin{aligned}
\mathcal{H}_{c}(p) & =\sum_{\eta \in X^{*}} \sum_{\xi \in X^{*}}(p, \xi) \eta \\
& =c \sum_{\xi \in X^{*}}(p, \xi) .
\end{aligned}
$$

Therefore, $\rho_{H}(c)=1$. In this case, $c$ has a minimal linear representation $N_{i}=1, i=0,1, \ldots, m$ and $\lambda=\gamma=1$.

### 4.5 The Shuffle and Composition Products as Rational Operations

It is possible that other binary operators on $\mathbb{R}\langle\langle X\rangle\rangle$ may be rational in the sense that they produce a rational series when their arguments are rational series. The first theorem states that the shuffle product is one such example.

Theorem 4.7 If $c$ and $d$ are rational series in $\mathbb{R}\langle\langle X\rangle\rangle$, then $c ш d$ is also a rational series in $\mathbb{R}\langle\langle X\rangle\rangle$.

Proof: In light of Theorems 4.2 and 4.3 , let $V_{c}$ and $V_{d}$ be any stable finite dimensional $\mathbb{R}$-vector subspaces of $\mathbb{R}\langle\langle X\rangle\rangle$ containing $c$ and $d$, respectively. Let $\left\{\bar{c}_{i}\right\}_{i=1}^{n_{c}}$ and $\left\{\bar{d}_{i}\right\}_{i=1}^{n_{d}}$ be any corresponding pair of bases for $V_{c}$ and $V_{d}$. Define the subspace of $\mathbb{R}\langle\langle X\rangle\rangle$ :

$$
V_{c ш d}=\operatorname{span}\left\{\bar{c}_{i} ш \bar{d}_{j}: i=1, \ldots, n_{c} ; j=1, \ldots, n_{d}\right\} .
$$

Clearly $V_{c} \boldsymbol{w d}_{d}$ is a finite dimensional subspace of $\mathbb{R}\langle\langle X\rangle\rangle$. Setting

$$
c=\sum_{i=1}^{n_{c}} \alpha_{i} \bar{c}_{i} \text { and } d=\sum_{j=1}^{n_{d}} \beta_{j} \bar{d}_{j}
$$

it follows that

$$
c ш d=\sum_{i, j=1}^{n_{c}, n_{d}} \alpha_{i} \beta_{j} \bar{c}_{i} ш \bar{d}_{j} \in V_{c ш d} .
$$

To see that $V_{c ш d}$ is stable, observe that for any $x \in X$

$$
\begin{equation*}
x^{-1}\left(\bar{c}_{i} ш \bar{d}_{j}\right)=x^{-1}\left(\bar{c}_{i}\right) ш \bar{d}_{j}+\bar{c}_{i} ш x^{-1}\left(\bar{d}_{j}\right) \tag{4.10}
\end{equation*}
$$

for all $i$ and $j$ (see Theorem 2.5). Since $V_{c}$ and $V_{d}$ are stable, it follows that $x^{-1}\left(\bar{c}_{i} ш \bar{d}_{j}\right) \in V_{c ш d}$, and thus, $V_{c ш d}$ is stable (see Problem 4.2.3(c)). Hence, $c ш d$ is recognizable, and therefore rational.

The following theorem gives a specific linear representation of the shuffle product of two series.

Theorem 4.8 If $c \in \mathbb{R}\langle\langle X\rangle\rangle$ has a linear representation $\left(\mu_{c}, \gamma_{c}, \lambda_{c}\right)$, and $d \in \mathbb{R}\langle\langle X\rangle\rangle$ has representation $\left(\mu_{d}, \gamma_{d}, \lambda_{d}\right)$, then $c ш d$ has a linear representation $\left(\mu, \gamma_{c} \otimes \gamma_{d}, \lambda_{c} \otimes \lambda_{d}\right)$, where for each $x_{i} \in X, \mu\left(x_{i}\right)=$ $\mu_{c}\left(x_{i}\right) \otimes I_{n_{d}}+I_{n_{c}} \otimes \mu_{d}\left(x_{i}\right)$.

Proof: For any fixed $\nu \in X^{*}$ and using ideas from Example 2.19, observe that

$$
\begin{aligned}
(c ш d, \nu) & =\sum_{\eta, \xi \in X^{*}}(c, \eta)(d, \xi)(\eta ш \xi, \nu) \\
& =\sum_{\eta, \xi \in X^{*}} \lambda_{c} \mu_{c}(\eta) \gamma_{c} \lambda_{d} \mu_{d}(\xi) \gamma_{d}\left(\eta \otimes \xi, \operatorname{sh}^{*}(\nu)\right) \\
& =\left(\lambda_{c} \otimes \lambda_{d}\right)\left[\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}(\nu), \eta \otimes \xi\right)\right]\left(\gamma_{c} \otimes \gamma_{d}\right) .
\end{aligned}
$$

The claim is now proved if it can be shown that

$$
\mu(\nu)=\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}(\nu), \eta \otimes \xi\right) .
$$

It is clear for $\nu=\emptyset$ that

$$
\begin{aligned}
\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}(\emptyset), \eta \otimes \xi\right) & =\mu_{c}(\emptyset) \otimes \mu_{d}(\emptyset) \\
& =I_{n_{c}} \otimes I_{n_{d}} \\
& =\mu(\emptyset) .
\end{aligned}
$$

If $\nu=x_{i} \in X$, then

$$
\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}\left(x_{i}\right), \eta \otimes \xi\right)
$$

$$
\begin{aligned}
& =\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(x_{i} \otimes \mathbf{1}+\mathbf{1} \otimes x_{i}, \eta \otimes \xi\right) \\
& =\mu_{c}\left(x_{i}\right) \otimes I_{n_{d}}+I_{n_{c}} \otimes \mu_{d}\left(x_{i}\right) \\
& =\mu\left(x_{i}\right) .
\end{aligned}
$$

Now assume the identity holds for words up to length $k \geq 0$, and let $\nu \in X^{k}$. Given any $x_{i} \in X$ observe that

$$
\begin{aligned}
& \sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}\left(x_{i} \nu\right), \eta \otimes \xi\right) \\
&=\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}\left(x_{i}\right) \operatorname{sh}^{*}(\nu), \eta \otimes \xi\right) \\
&=\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\left(x_{i} \otimes \mathbf{1}+\mathbf{1} \otimes x_{i}\right) \operatorname{sh}^{*}(\nu), \eta \otimes \xi\right) \\
&=\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}(\nu), x_{i}^{-1}(\eta) \otimes \xi\right)+ \\
&=\sum_{\eta, \xi \in X^{*}}\left(\mu_{c}(\eta) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}(\nu), \eta \otimes x_{i}^{-1}(\xi)\right) \\
&\left.=\sum_{\eta, \xi \in X^{*}}\left(x_{i} \eta\right) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}(\nu), \eta \otimes \xi\right)+ \\
&\left(\mu_{c}(\eta) \otimes \mu_{d}\left(x_{i} \xi\right)\right)\left(x_{i} h_{c}^{*}(\nu) \otimes \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}(\nu), \eta \otimes \xi\right)+ \\
&=\left(\mu_{c}\left(x_{i}\right) \otimes I_{n_{d}}+I_{n_{c}} \otimes \mu_{d}\left(x_{i}\right)\right) \mu(\nu) \\
&=\mu\left(\mu_{c}(\eta) \otimes \mu_{d}\left(x_{i}\right) \mu_{d}(\xi)\right)\left(\operatorname{sh}^{*}(\nu), \eta \otimes \xi\right) \\
&=\mu\left(x_{i} \nu\right)
\end{aligned}
$$

where the induction hypothesis was employed in the third to the last step. Thus, the identity holds for all $\nu \in X^{*}$, and the theorem is proved.

Example 4.10 Let $X_{0}=\left\{x_{0}\right\}$ and consider two series $c, d \in \mathbb{R}\left[\left[X_{0}\right]\right]$ with linear representations

$$
\left(c, x_{0}^{k}\right)=C_{c} A_{c}^{k} z_{c}, \quad\left(d, x_{0}^{k}\right)=C_{d} A_{d}^{k} z_{d}, \quad k \geq 0 .
$$

It was shown in Example 3.13 that $c ш d$ has the linear representation $\left(A_{c} \oplus A_{d}, C_{c} \otimes C_{d}, z_{c} \otimes z_{d}\right)$. In the context of the previous theorem,

$$
\mu\left(x_{0}\right)=\left(A_{c} \otimes I_{n_{d}}\right)+\left(I_{n_{c}} \otimes A_{d}\right)=A_{c} \oplus A_{d},
$$

so that $\mu\left(x_{0}^{k}\right)=\left(A_{c} \oplus A_{d}\right)^{k}, k \geq 0$.

Example 4.11 Suppose $X=\left\{x_{0}, x_{1}\right\}$. Consider two rational linear series $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ with linear representations coming from linear state space realizations $\left(A_{c}, B_{c}, C_{c}\right)$ and $\left(A_{d}, B_{d}, C_{d}\right)$, respectively, as in Example 4.8. In which case, $c ш d$ has the linear representation

$$
\begin{aligned}
\mu\left(x_{0}\right) & =\left[\begin{array}{cc}
0 & 0 \\
0 & A_{c}
\end{array}\right] \otimes I_{n_{d}}+I_{n_{c}} \otimes\left[\begin{array}{cc}
0 & 0 \\
0 & A_{d}
\end{array}\right] \\
\mu\left(x_{1}\right) & =\left[\begin{array}{cc}
0 & 0 \\
B_{c} & 0
\end{array}\right] \otimes I_{n_{d}}+I_{n_{c}} \otimes\left[\begin{array}{cc}
0 & 0 \\
B_{d} & 0
\end{array}\right] \\
\gamma & =\left[\begin{array}{l}
1 \\
0
\end{array}\right] \otimes\left[\begin{array}{l}
1 \\
0
\end{array}\right], \lambda=\left[\begin{array}{ll}
0 & C_{c}
\end{array}\right] \otimes\left[\begin{array}{ll}
0 & C_{d}
\end{array}\right] .
\end{aligned}
$$

Next consider the composition product. The following example reveals that the composition product is not in general a rational operation. This has important consequences in system theory as it implies that a cascade of two rational systems (i.e., systems with rational generating series) do not always produce another rational system.

Example 4.12 Suppose $X=\left\{x_{0}, x_{1}\right\}$ and consider the rational series $c=\left(1-x_{1}\right)^{-1}=x_{1}^{*}$. The claim is that $c$ composed with itself is not rational. The main goal is to show that

$$
\left(c \circ c, x_{0}^{k_{0}} x_{1}^{k_{1}}\right)=\left(k_{0}\right)^{k_{1}}, \quad k_{0} \geq 0, \quad k_{1} \geq 0,
$$

or equivalently,

$$
\begin{equation*}
\left(x_{1}^{-k_{1}} x_{0}^{-k_{0}}(c \circ c), \emptyset\right)=\left(k_{0}\right)^{k_{1}} . \tag{4.11}
\end{equation*}
$$

The claim is trivial when $k_{0}=k_{1}=0$ provided that $0^{0}:=1$. If $k_{0}=1$ and $k_{1}=0$, observe that

$$
\begin{aligned}
x_{0}^{-1}(c \circ c) & =\underbrace{x_{0}^{-1}(c)}_{0} \circ c+c ш(\underbrace{x_{1}^{-1}(c)}_{c} \circ c) \\
& =c ш(c \circ c) .
\end{aligned}
$$

The intermediate claim then is that

$$
x_{0}^{-k_{0}}(c \circ c)=c^{\amalg k_{0}} ш(c \circ c), \quad k_{0} \geq 1 .
$$

If the identity above holds up to some fixed $k_{0} \geq 1$ then

$$
\begin{aligned}
& x_{0}^{-k_{0}-1}(c \circ c)=x_{0}^{-1}\left(c^{\amalg k_{0}} \amalg(c \circ c)\right) \\
& =x_{0}^{-1}\left(c^{\amalg k_{0}}\right) ш(c \circ c)+c^{\amalg k_{0}} ш x_{0}^{-1}(c \circ c) \\
& =[k_{0} c^{\amalg\left(k_{0}-1\right)} ш \underbrace{x_{0}^{-1}(c)}_{0}] ш(c \circ c)+ \\
& c^{\amalg k_{0}} ш(c ш(c \circ c)) \\
& =c^{\amalg\left(k_{0}+1\right)} ш(c \circ c) \text {. }
\end{aligned}
$$

(The identities in Problem 2.4.5(h) and 2.7.7(f) were employed above.) Hence, the intermediate identity in question holds for $k_{0} \geq 0$. Next observe that

$$
\begin{aligned}
x_{1}^{-1} x_{0}^{-k_{0}}(c \circ c) & =x_{1}^{-1}\left(c^{\amalg k_{0}} ш(c \circ c)\right) \\
& =x_{1}^{-1}\left(c^{\amalg k_{0}}\right) ш(c \circ c)+c^{\amalg k_{0}} ш \underbrace{x_{1}^{-1}(c \circ c)}_{0} \\
& =k_{0} c^{\amalg\left(k_{0}-1\right)} ш \underbrace{x_{1}^{-1}(c)}_{c} ш(c \circ c) \\
& =k_{0} c^{\amalg k_{0}} \amalg(c \circ c) .
\end{aligned}
$$

The second intermediate claim is that

$$
x_{1}^{-k_{1}} x_{0}^{-k_{0}}(c \circ c)=\left(k_{0}\right)^{k_{1}} c^{\amalg k_{0}} ш(c \circ c) .
$$

If this is the case up to some fixed $k_{1} \geq 1$ then

$$
\begin{aligned}
x_{1}^{-k_{1}-1} x_{0}^{-k_{0}}(c \circ c)= & x_{1}^{-1}\left(\left(k_{0}\right)^{k_{1}} c^{ш k_{0}} ш(c \circ c)\right) \\
= & \left(k_{0}\right)^{k_{1}}\left[x_{1}^{-1}\left(c^{\amalg k_{0}}\right) ш(c \circ c)+\right. \\
& c^{\amalg k_{0}} ш \underbrace{x_{1}^{-1}(c \circ c)}_{0}]
\end{aligned}
$$

$$
\begin{aligned}
& =\left(k_{0}\right)^{k_{1}}\left[k_{0} c^{ш k_{0}} ш(c \circ c)\right] \\
& =\left(k_{0}\right)^{k_{1}+1} c c^{k_{0}} ш(c \circ c) .
\end{aligned}
$$

Hence, this claim holds for all $k_{1}, k_{0} \geq 0$. To validate (4.11), simply compare the constant coefficients in the above identity:

$$
\begin{aligned}
\left(x_{1}^{-k_{1}} x_{0}^{-k_{0}}(c \circ c), \emptyset\right) & =\left(\left(k_{0}\right)^{k_{1}} c^{\amalg k_{0}} ш(c \circ c), \emptyset\right) \\
\left(c \circ c, x_{0}^{k_{0}} x_{1}^{k_{1}}\right) & =\left(k_{0}\right)^{k_{1}} .
\end{aligned}
$$

Setting $k_{0}=k_{1}$ yields the expression

$$
\begin{equation*}
\left(c \circ c, x_{0}^{k} x_{1}^{k}\right)=k^{k}, \quad k \geq 0 . \tag{4.12}
\end{equation*}
$$

The key observation is that these coefficients are growing faster than any sequence of coefficients from a rational series can possibly grow. Specifically, from Theorem 4.1 it is known that every rational series has coefficients satisfying a growth rate with Gevrey order $s=0$. But $k^{k}, k \geq 0$ is clearly growing faster than this. So $c \circ c$ can not be rational. (See Problem 4.5.6 for additional analysis of this example.)

There are special conditions under which the composition of two rational series is again rational. The following definition provides one such condition.

Definition 4.7 $A$ series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is limited relative to $x_{i}$ if there exists an integer $\mathcal{N}_{i} \geq 0$ such that

$$
\max _{\eta \in \operatorname{supp}(c)}|\eta|_{x_{i}} \leq \mathcal{N}_{i} .
$$

If $c$ is limited relative to $x_{i}$ for every $i=1, \ldots, m$ then $c$ is inputlimited. In such cases, let $\mathcal{N}_{c}:=\max _{i} \mathcal{N}_{i}$.

Clearly any linear series $c$ has this property (see Example 2.33), specifically $\mathcal{N}_{c}=1$, while the series $c$ given in Example 4.12 does not. The following theorem states that the input-limited property is a sufficient condition for preserving rationality under composition. It is easily shown by counterexample that this condition is not necessary (see Problem 4.5.4). Here a series $d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$ is said to be rational when each component series $d_{i}, i=1,2, \ldots, m$ is rational.

Theorem 4.9 Let $c \in \mathbb{R}\langle\langle X\rangle\rangle$ and $d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$ be two rational series. If $c$ is input-limited then $c \circ d \in \mathbb{R}\langle\langle X\rangle\rangle$ is rational.

The proof of this theorem relies on the following lemma which uses an operator monoid reminiscent of the algebra homomorphisms $\psi$ and $\phi$ utilized in Chapters 2 and 3 . Note that the shuffle product on $\mathbb{R}\langle\langle X\rangle\rangle \times \mathbb{R}^{n \times n}\langle\langle X\rangle\rangle$ is defined componentwise.

Lemma 4.2 Let $c \in \mathbb{R}\langle\langle X\rangle\rangle$ be a rational series with a linear representation $(\mu, \gamma, \lambda)$. Let $N_{i}:=\mu\left(x_{i}\right) \in \mathbb{R}^{n \times n}, i=0,1, \ldots, m$. Then for any $d \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$ it follows that

$$
c \circ d=\sum_{\eta \in \tilde{X}^{*}} \lambda \Psi_{\eta}\left(\left(N_{0} x_{0}\right)^{*}\right) \gamma,
$$

where $\tilde{X}:=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$, and the set of operators $\left\{\Psi_{\eta}: \eta \in \tilde{X}^{*}\right\}$ is the monoid under operator composition involving the following operators

$$
\Psi_{x_{i}}: \mathbb{R}^{n \times n}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}^{n \times n}\langle\langle X\rangle\rangle: E \mapsto x_{0}\left(N_{0} x_{0}\right)^{*} N_{i}\left(d_{i} ш E\right)
$$

with $\Psi_{\emptyset}$ equivalent to the identity map on $\mathbb{R}^{n \times n}\langle\langle X\rangle\rangle$.
Proof: Observe from the definition of the composition product that

$$
\begin{aligned}
& c \circ d= \sum_{k=0}^{\infty} \sum_{i_{1}, \ldots, i_{k}=1}^{m} \sum_{n_{0}, \ldots, n_{k}=0}^{\infty} \lambda N_{0}^{n_{k}} N_{i_{k}} N_{0}^{n_{k-1}} N_{i_{k-1}} \cdots N_{0}^{n_{1}} N_{i_{1}} N_{0}^{n_{0}} \gamma . \\
&=\left.\sum_{k=0}^{\infty} x_{0}^{n_{k}} \sum_{i_{1}, \ldots, i_{k}=1}^{n_{k}} x_{0}^{n_{k-1}} x_{i_{i_{k-1}}}^{m} \sum_{n_{0}, \ldots, n_{k}=0}^{\infty} \lambda x_{0}^{n_{1}} x_{i_{1}} x_{0}^{n_{0}}\right) \circ d \\
& x_{0}^{n_{k}+1}\left[d _ { i _ { k } } ^ { n _ { k } } N _ { i _ { k } } N _ { 0 } ^ { n _ { k - 1 } } N _ { i _ { k - 1 } } \cdots x _ { 0 } ^ { n _ { k - 1 } + 1 } \left[d_{i_{i_{1}}} N_{0}^{n_{0}} \gamma .\right.\right. \\
&\left.\left.\left.\cdots x_{0}^{n_{1}+1}\left[d_{i_{1}} ш x_{0}^{n_{0}}\right] \cdots\right]\right]\right] .
\end{aligned}
$$

From the bilinearity and continuity of the shuffle product (in the ultrametric sense), it follows that

$$
\begin{aligned}
c \circ d= & \sum_{k=0}^{\infty} \sum_{i_{1}, \ldots, i_{k}=1}^{m} \lambda x_{0}\left(\sum_{n_{k}=0}^{\infty}\left(N_{0} x_{0}\right)^{n_{k}}\right) N_{i_{k}}\left[d_{i_{k}} ш .\right. \\
& {\left[x _ { 0 } ( \sum _ { n _ { k - 1 } = 0 } ^ { \infty } ( N _ { 0 } x _ { 0 } ) ^ { n _ { k - 1 } } ) N _ { i _ { k - 1 } } \left[d_{i_{k-1}} ш \cdots\right.\right.}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.x_{0}\left(\sum_{n_{1}=0}^{\infty}\left(N_{0} x_{0}\right)^{n_{1}}\right) N_{i_{1}}\left[d_{i_{1}} ш\left(\sum_{n_{0}=0}^{\infty}\left(N_{0} x_{0}\right)^{n_{0}}\right)\right] \cdots\right]\right] \gamma \\
= & \sum_{k=0}^{\infty} \sum_{i_{1}, \ldots, i_{k}=1}^{m} \lambda x_{0}\left(N_{0} x_{0}\right)^{*} N_{i_{k}}\left[d _ { i _ { k } } ш \left[x _ { 0 } ( N _ { 0 } x _ { 0 } ) ^ { * } N _ { i _ { k - 1 } } \left[d_{i_{k-1}} ш \cdots\right.\right.\right. \\
& \left.\left.\left.x_{0}\left(N_{0} x_{0}\right)^{*} N_{i_{1}}\left[d_{i_{1}} \amalg\left(N_{0} x_{0}\right)^{*}\right] \cdots\right]\right]\right] \gamma .
\end{aligned}
$$

Finally, applying the definition of $\Psi_{\eta}$,

$$
\begin{aligned}
c \circ d & =\sum_{k=0}^{\infty} \sum_{x_{i_{k}} \cdots x_{i_{1}} \in \tilde{X}^{k}} \lambda \Psi_{x_{i_{k}}} \Psi_{x_{i_{k-1}}} \cdots \Psi_{x_{i_{1}}}\left(\left(N_{0} x_{0}\right)^{*}\right) \gamma \\
& =\sum_{\eta \in \tilde{X}^{*}} \lambda \Psi_{\eta}\left(\left(N_{0} x_{0}\right)^{*}\right) \gamma,
\end{aligned}
$$

and the lemma is proved.
Proof of Theorem 4.9: Since $c$ is input-limited, it follows from Lemma 4.2 that

$$
c \circ d=\sum_{k=0}^{\mathcal{N}_{c}} \sum_{\eta \in \tilde{X}^{k}} \lambda \Psi_{\eta}\left(\left(N_{0} x_{0}\right)^{*}\right) \gamma .
$$

Clearly each operator $\Psi_{\eta}$ is mapping a rational series to another rational series as it involves only a finite number of rational operations. Therefore, for any integer $k \geq 0$ the formal power series

$$
\sum_{\eta \in \tilde{X}^{k}} \lambda \Psi_{\eta}\left(\left(N_{0} x_{0}\right)^{*}\right) \gamma
$$

is again rational since the summation is finite. Thus, $c \circ d$ must be rational.

Example 4.13 Let $X=\left\{x_{0}, x_{1}\right\}$ and consider two rational linear series $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ with linear representations as in Example 4.11. In light of the linearity of the series and Theorem 4.9, $c \circ d$ must also be rational. Specifically, for any $k \geq 0$ observe

$$
\left(c \circ d, x_{0}^{k} x_{1}\right)=\sum_{j=0}^{k-1}\left(c, x_{0}^{k-1-j} x_{1}\right)\left(d, x_{0}^{j} x_{1}\right)
$$

$$
\begin{aligned}
& =\sum_{j=0}^{k-1}\left(C_{c} A_{c}^{k-1-j} B_{c}\right)\left(C_{d} A_{d}^{j} B_{d}\right) \\
& =C_{c}\left[\sum_{j=0}^{k-1} A_{c}^{k-1-j} B_{c} C_{d} A_{d}^{j}\right]_{d} \\
& =\left[\begin{array}{ll}
C_{c} & 0
\end{array}\right]\left[\begin{array}{cc}
A_{c} & B_{c} C_{d} \\
0 & A_{d}
\end{array}\right]^{k}\left[\begin{array}{c}
0 \\
B_{d}
\end{array}\right] .
\end{aligned}
$$

Thus, a linear representation for $c \circ d$ is immediately evident.

It is noted in closing that the input-limited condition does not apply to the feedback product. That is, if $c$ and $d$ are rational with $c$ inputlimited, it is not the case that $c @ d$ is necessarily rational.

Example 4.14 Suppose $c=1+x_{1} x_{0}^{*}$, which is clearly input-limited and rational. Consider the system $F_{c}$ in a feedback interconnection with itself. It can be readily checked that $c @ c$ and $c @ \delta$ satisfy the same fixed point equation, and thus are equivalent series. Now define $e=\left.c @ \delta\right|_{x_{1} \rightarrow 0}$ in $\mathbb{R}\left[\left[X_{0}\right]\right]$. This corresponds to the generating series for the self-excited unity feedback system, and in this case the fixed point equation reduces to

$$
\begin{aligned}
e & =\left(1+x_{1} x_{0}^{*}\right) \circ e \\
& =1+\sum_{k=0}^{\infty} x_{1} x_{0}^{k} \circ e=1+\sum_{k=0}^{\infty} x_{0}\left(e ш x_{0}^{k}\right) \\
& =1+x_{0}\left(e ш x_{0}^{*}\right) .
\end{aligned}
$$

Since $x_{0}^{-1}(e)=e ш x_{0}^{*}$ and $(e, \emptyset)=1$, it follows that $y=F_{e}[0]$ satisfied the differential equation

$$
y^{\prime}(t)=y(t) \mathrm{e}^{t}, \quad y(0)=1,
$$

which has the solution

$$
\begin{equation*}
y(t)=\mathrm{e}^{\mathrm{e}^{t}-1}, \quad t \geq 0 \tag{4.13}
\end{equation*}
$$

Therefore, the coefficients of $\left(c @ c, x_{0}^{k}\right)=\left(e, x_{0}^{k}\right)$ correspond to the Bell numbers, which first appear in Example 3.8 and are known to be growing at a rate faster than Gevrey order $s=0$. Hence, in light of Theorem 4.1, $c @ c$ can not be rational.

## Problems

Section 4.1

Problem 4.1.1 Let $c \in \mathbb{R}\langle\langle X\rangle\rangle$.
(a) Prove $c$ is Cauchy invertible if and only if it is not proper.
(b) Show that if $c$ is Cauchy invertible, then the inverse is unique.

Problem 4.1.2 Compute the Cauchy inverse of each of the following series in $\mathbb{R}\langle\langle X\rangle\rangle$ assuming $X=\left\{x_{0}, x_{1}\right\}$.
(a) $c=x_{0}+x_{1}$
(b) $c=1+x_{0} x_{1}$
(c) $c=1+x_{0}+x_{1}+x_{0} x_{1}+x_{1}^{2}+x_{0} x_{1}^{2}+x_{1}^{3}+x_{0} x_{1}^{3}+x_{1}^{4}+\cdots$

Problem 4.1.3 Show that $(\operatorname{char}(X))^{*}=\operatorname{char}\left(X^{*}\right)$.
Remark: See Problems 2.4.6 and 4.5.2.
Problem 4.1.4 Consider the mapping $\operatorname{dist}(\mathbf{A}, \mathbf{B})=\max _{i j} \operatorname{dist}\left(a_{i j}, b_{i j}\right)$, where $(\mathbf{A}, \mathbf{B}) \in \mathbb{R}\langle\langle X\rangle\rangle^{n \times n}$.
(a) Verify that dist is an ultrametric on $\mathbb{R}\langle\langle X\rangle\rangle^{n \times n}$.
(b) Show that if $\mathbf{C} \in \mathbb{R}\langle\langle X\rangle\rangle^{n \times n}$ is proper then $\mathbf{C}^{*}$ is well defined.
(c) Is the converse of the statement in (b) true? Explain.

Problem 4.1.5 Show that the matrix $\mathbf{C}^{*}$ defined in Lemma 4.1 is the unique solution to the matrix equations $\left(I_{n}-\mathbf{C}\right) \mathbf{C}^{*}=I_{n}$ and $\mathbf{C}^{*}\left(I_{n}-\mathbf{C}\right)=I_{n}$.

Problem 4.1.6 Verify the expression for $\mathbf{C}^{*}$ in equation (4.2). The following identities are useful: $C_{1}^{*} C_{4} \Delta_{2}^{*}=\Delta_{1}^{*} C_{4} C_{2}^{*}$ and $C_{2}^{*} C_{3} \Delta_{1}^{*}=$ $\Delta_{2}^{*} C_{3} C_{1}^{*}$.
Remark: $\Delta_{1}$ and $\Delta_{2}$ are related to the Schur complements found in block matrix inversion formulas.

Section 4.2

Problem 4.2.1 Show that a subset $V \subset \mathbb{R}\langle\langle X\rangle\rangle$ is stable if and only if $x^{-1}(c) \in V$ for all $c \in V$ and $x \in X$.

Problem 4.2.2 Let $V_{c}$ and $V_{d}$ be two stable subsets in $\mathbb{R}\langle\langle X\rangle\rangle$. Their inner sum is $V_{c}+V_{d}:=\left\{\hat{c}+\hat{d} \in \mathbb{R}\langle\langle X\rangle\rangle: \hat{c} \in V_{c}, \hat{d} \in V_{d}\right\}$.
(a) Show that if $V_{c}$ and $V_{d}$ are stable then so is $V_{c}+V_{d}$.
(b) Likewise, show that if $V_{c}$ and $V_{d}$ are finite dimensional $\mathbb{R}$-vector subspaces of $\mathbb{R}\langle\langle X\rangle\rangle$ then the same is true of $V_{c}+V_{d}$.

Problem 4.2.3 Suppose $V$ is a finite dimensional $\mathbb{R}$-vector subspace of $\mathbb{R}\langle\langle X\rangle\rangle$.
(a) Show that if $V$ is stable then every series in $V$ is rational, and in particular, every series in any given basis for $V$ is rational. Is the converse true?
(b) A specific series $c$ in $V$ is said to be stable with respect to $V$ if $\xi^{-1}(c) \in V$ for all $\xi \in X^{*}$. Show that each series $\bar{c}_{i}$ in a given basis $\left\{\bar{c}_{i}\right\}_{i=1}^{n}$ for $V$ is stable with respect to $V$ if and only if $V$ is stable.
(c) Let $\left\{\bar{c}_{i}\right\}_{i=1}^{n}$ be a basis for $V$. Show that $x^{-1}\left(\bar{c}_{i}\right) \in V$ for all $x \in X$ and $i=1,2, \ldots, n$ if and only if $V$ is stable.

Section 4.3

Problem 4.3.1 Let $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$. Show that if $V_{c}$ and $V_{d}$ are stable subspaces of $\mathbb{R}\langle\langle X\rangle\rangle$ then so is

$$
V_{c d}=\left\{\hat{c} d+\hat{d}: \hat{c} \in V_{c}, \hat{d} \in V_{d}\right\}
$$

Section 4.4

Problem 4.4.1 For any $c \in \mathbb{R}\langle\langle X\rangle\rangle$ and $p \in \mathbb{R}\langle X\rangle$, show that
(a) $\mathcal{H}_{c}(p)=\sum_{\nu, \eta \in X^{*}}(c, \nu \eta)(p, \eta) \nu$
(b) $\xi^{-1}\left(\mathcal{H}_{c}(p)\right)=\mathcal{H}_{\xi^{-1}(c)}(p), \xi \in X^{*}$.

Problem 4.4.2 In Section 2.2, it was stated that the set of series $\mathbb{R}\langle\langle X\rangle\rangle$ forms an $\mathbb{R}\langle X\rangle$-module, where the product of a polynomial and a series is defined via the Cauchy product. Equation (4.9) introduces another $\mathbb{R}\langle X\rangle$-module on $\mathbb{R}\langle\langle X\rangle\rangle$, which is more natural for extracting representations of a series $c$ from its Hankel mapping, $\mathcal{H}_{c}$.
(a) Completely describe this new $\mathbb{R}\langle X\rangle$-module on $\mathbb{R}\langle\langle X\rangle\rangle$.
(b) Contrast the definition in part (a) to that for the $\mathbb{R}\langle X\rangle$-module defined on $\mathbb{R}\langle\langle X\rangle\rangle$ by the Cauchy product.

Problem 4.4.3 Verify the rational factorization of $c$ given in Example 4.8 by:
(a) Computing $H(s)=C(s I-A)^{-1} B_{1}$ and then applying (1.8).
(b) Computing the first two coefficients of the linear series $b a^{-1} x_{1}=$ $\sum_{i \geq 1} h_{i} x_{0}^{i-1} x_{1}$.

Problem 4.4.4 Let $X=\left\{x_{0}, x_{1}\right\}$. Consider the series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ with coefficients

$$
(c, \eta)=\left\{\begin{array}{cl}
C A^{k} B_{1} & : \eta=x_{0}^{k} x_{1}, \quad k \geq 0 \\
C A^{k} z_{0} & : \eta=x_{0}^{k}, \quad k \geq 0 \\
0 & : \quad \text { otherwise }
\end{array}\right.
$$

where $\left(A, B_{1}, C\right)$ is an $n$-dimensional linear state space realization in controllability canonical form and $z_{0} \in \mathbb{R}^{n}$ is arbitrary.
(a) Show that $c$ is a rational series.
(b) Derive a linear representation of $c$ when $n=2$ by choosing the same basis columns indexed by $\eta_{1}, \eta_{2}$, and $\eta_{3}$ from the Hankel matrix $\mathcal{H}_{c}$ as in Example 4.8.
(c) Is this representation of $c$ minimal ? Explain.
(d) Show that the change of state space coordinates

$$
T=\left[\begin{array}{ccc}
1 & 0 & 0 \\
z_{01} & 1 & 0 \\
z_{02} & 0 & 1
\end{array}\right]
$$

(that is, $\tilde{N}_{i}=T N_{i} T^{-1}, \tilde{\gamma}=T \gamma$ and $\tilde{\lambda}=\lambda T^{-1}$ ) applied to the representation found in part (b) produces the linear representation of $c$ :

$$
\begin{gathered}
N_{0}=\left[\begin{array}{c|cc}
0 & 0 & 0 \\
\hline 0 & 0 & -(\tilde{a}, \emptyset) \\
0 & 1 & -\left(\tilde{a}, x_{0}\right)
\end{array}\right], \quad N_{1}=\left[\begin{array}{c|cc}
0 & 0 & 0 \\
\hline 1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \\
\lambda=\left[0 \mid\left(c, x_{1}\right) \quad\left(c, x_{0} x_{1}\right)\right], \quad \gamma=\left[\begin{array}{c}
1 \\
\hline z_{01} \\
z_{02}
\end{array}\right]
\end{gathered}
$$

Problem 4.4.5 Consider the linear representation

$$
N_{0}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], \quad N_{1}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], \quad \lambda=\left[\begin{array}{ll}
1 & 0
\end{array}\right], \quad \gamma=\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
$$

(a) Compute the corresponding rational series $c$.
(b) Verify that $c$ is rational without using the fact that it has a linear representation.
(c) Determine whether the given linear representation of $c$ is minimal.

Remark: See Problem 1.4.2.
Problem 4.4.6 Give a specific example of a rational series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ and two corresponding representations, one which is minimal and the other which is not.

Problem 4.4.7 Provide an example, if possible, for each scenario described below. If no such example exists, give a justification.
(a) A series $c$ which is linear but not rational.
(b) A series $d$ which is rational but not linear.
(c) A series $e$ which is both rational and linear.
(d) A series $f$ which is rational but not globally convergent.
(e) A series $g$ which is globally convergent but not rational.

Section 4.5

Problem 4.5.1 Show that the shuffle inverse as defined in Problem 2.4.11 is not a rational operation.
Remark: See Problem 3.5.4.
Problem 4.5.2 Let $X=\left\{x_{0}, x_{1}\right\}$. Verify the following identities:
(a) $\left(x_{i}^{*}\right)^{\amalg k}=\left(k x_{i}\right)^{*}, \quad k \geq 1$
(b) $x_{0}^{*} ш x_{1}^{*}=\operatorname{char}\left(X^{*}\right)$
(c) $\left(x_{0} x_{1}\right)^{*}$ ш $\left(-x_{0} x_{1}\right)^{*}=\left(-4 x_{0}^{2} x_{1}^{2}\right)^{*}$
(d) $x_{0}\left(x_{1}^{*} ш\left(x_{0}\left(x_{1}^{*} ш 1\right)\right)\right)=x_{0} x_{1}^{*} x_{0}\left(2 x_{1}\right)^{*}$
(e) $x_{0}\left(x_{1}^{*} ш\left(x_{0}\left(x_{1}^{*} ш \cdots\left(x_{0}\left(x_{1}^{*} ш 1\right)\right) \cdots\right)\right)\right)$

$$
=x_{0} x_{1}^{*} x_{0}\left(2 x_{1}\right)^{*} \cdots x_{0}\left(k x_{1}\right)^{*} .
$$

The series $x_{1}^{*}$ appears $k$ times on the left-hand side of the last equation.
Problem 4.5.3 Consider a linear series $c=x_{0}^{*} x_{1}$.
(a) Verify that $c ш c \neq c^{2}$.
(b) Show that $\operatorname{supp}(c ш c)=\operatorname{supp}\left(c^{2}\right)$.

Problem 4.5.4 Provide an example of two rational series $c$ and $d$ where $c$ is not input-limited, but $c \circ d$ is still rational.
Remark: See Lemma 2.5.
Problem 4.5.5 Let $X=\left\{x_{0}, x_{1}\right\}$. Show that the case where $c=$ $\left(1-x_{1}\right)^{-1}=x_{1}^{*}$ and $d=x_{1}$ provides an example where the right argument of the composition product is input-limited but rationality is not preserved.
Remark: See Problem 3.6.4.
Problem 4.5.6 In this problem, the analysis of the series $c \circ c$, where $c=\left(1-x_{1}\right)^{-1}=\left(x_{1}\right)^{*}$, presented in Example 4.12 is expanded.
(a) Establish the identity

$$
\begin{align*}
\left(c \circ c, x_{0}^{k_{0}} x_{1}^{k_{1}} \cdots x_{0}^{k_{l-1}} x_{1}^{k_{l}}\right)= & \left(k_{0}\right)^{k_{1}}\left(k_{0}+k_{2}\right)^{k_{3}} \cdots \\
& \left(k_{0}+k_{2}+\cdots+k_{l-1}\right)^{k_{l}} \tag{4.14}
\end{align*}
$$

for all odd $l \geq 1$ and $k_{i} \geq 0, i=0,1, \ldots, l$. (Assume $0^{0}:=1$.)
(b) Using the solution from part (a) verify that:

$$
\begin{aligned}
\left(c \circ c, x_{0}^{n_{0}} x_{1} x_{0}^{n_{1}} x_{1} \cdots x_{0}^{n_{j-1}} x_{1} x_{0}^{n_{j}}\right)= & n_{0}\left(n_{0}+n_{1}\right) \cdots \\
& \left(n_{0}+n_{1}+\cdots+n_{j-1}\right) \\
\left(c \circ c, x_{1}^{m_{0}} x_{0} x_{1}^{m_{1}} \cdots x_{0} x_{1}^{m_{k}}\right)= & 0^{m_{0}} 1^{m_{1}} 2^{m_{2}} \cdots k^{m_{k}}
\end{aligned}
$$

for all $j \geq 0$ and $n_{i} \geq 0, i=0,1, \ldots, j$; and all $k \geq 0$ and $m_{i} \geq 0$, $i=0,1, \ldots, k$.
(c) Using a result from part (b), show that

$$
c \circ c=1+\sum_{k=1}^{\infty} x_{0} x_{1}^{*} x_{0}\left(2 x_{1}\right)^{*} \cdots x_{0}\left(k x_{1}\right)^{*} .
$$

(d) Demonstrate that the identity above can also be written in the form

$$
\begin{equation*}
c \circ c=\sum_{k=0}^{\infty} \Psi_{x_{1}^{k}}(\mathbf{1}), \tag{4.15}
\end{equation*}
$$

where the operator $\Psi_{x_{1}^{k}}: \mathbb{R}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}\langle\langle X\rangle\rangle$ is defined by applying the following operator $k$ times

$$
\Psi_{x_{1}}(e)=x_{0}\left(x_{1}^{*} ш e\right)
$$

when $k \geq 1$ and $\Psi_{\emptyset}(\mathbf{1})=\mathbf{1}$.
Problem 4.5.7 Suppose $c$ and $d$ are two globally convergent series, not necessarily rational, where $c$ is input-limited. Is this latter condition sufficient to guarantee that $c \circ d$ is also globally convergent? Provide either a proof or a counterexample.

Problem 4.5.8 For any $c, d \in \mathbb{R}\langle\langle X\rangle\rangle$ define the Hadamard product to be

$$
c \odot d=\sum_{\eta \in X^{*}}(c, \eta)(d, \eta) \eta
$$

(a) Show that the Hadamard product preserves rationality.
(b) Show that the projection operator $P_{0}: \mathbb{R}\langle\langle X\rangle\rangle \rightarrow \mathbb{R}\left[\left[X_{0}\right]\right]: c \mapsto$ $c_{0}=c \odot x_{0}^{*}$ preserves rationality.
(c) Prove that $c @ d$ is rational only if $(c @ d)_{0}:=P_{0}(c @ d)$ is rational. Specifically, there must exist a linear representation $\left(\lambda_{0}, N_{0}, \gamma_{0}\right)$ such that $(c @ d)_{0}=\sum_{k \geq 0} \lambda_{0} N_{0}^{k} \gamma_{0}$, or equivalently, $F_{c @ d}[0](t)=$ $\lambda_{0} \exp \left(N_{0} t\right) \gamma_{0}, t \geq t_{0}$.

## Bibliographic Notes

Section 4.1 The theory of rational and recognizable formal power series was initiated by Schützenberger in the context of automata theory in $[174,175,176]$. His treatment was largely inspired by the work of Kleene in [131], who provided the central algebraic framework for automata theory. Lemma 4.1, which is used in Section 4.3 to prove Schützenberger's Theorem, appeared in the book by Conway on Kleene algebras [46]. A general introduction to rational series is the concise monograph by Berstel and Reutenauer [8] and the book by Salomaa and Soittola [169].

Section 4.2 There are several equivalent ways to define a linear representation of a formal power series. The original approach of Schützenberger in [174] involves the matrix trace operator. The one employed in this chapter is due to Fliess [61, 69]. System theorists will
likely prefer this approach as it is closer in flavor to concepts from linear system theory like Markov parameters [125]. Theorem 4.1 appears in [95]. Theorem 4.2 is given in the Ph.D. dissertation of Jacob [115].

Section 4.3 Schützenberger's Theorem (Theorem 4.3) first appeared in [174]. The proof provided here follows that given in [8], which in part comes from [46] (i.e, Lemma 4.1).

## Section 4.4

The Hankel rank condition for rationality/recognizability given in Theorem 4.4 is due to Fliess [61] and Isidori [112]. See also Chapter 3 of Isidori's book [113] for another treatment of the subject. The proof given here was adapted from that given in [169]. The description of the canonical factorization of the Hankel matrix follows the approach in [113]. Minimality of linear representations of a generating series is equivalent to the notion of minimality for bilinear state space realizations whose corresponding Chen-Fliess series share such generating series (see Chapter 6). The latter topic has been pursued by a number of different authors. For a treatment based solely on formal power series methods, see [169]. For analyzes in the context of bilinear realization theory, see $[19,24,48,61,112,113,114,164,183]$. An interesting combination of both approaches appears in [77]. Theorem 4.5 establishing the minimal dimension of a linear representation is largely based on [113], as is Theorem 4.6 relating minimal linear representations by a change of coordinates.

## Section 4.5

Theorems 4.7 and 4.8 concerning the rationality of the shuffle product appear in [69]. The proof given for Theorem 4.7 was suggested in [8]. The counterexample showing that the composition product is not rational is due to Ferfera $[58,59]$. The exact calculations for this example along with other related identities appeared in [90]. Theorem 4.9 introducing the input-limited condition is also the work of Ferfera in [58, 59], but the proof given here using Lemma 4.2 is quite different and can be found in [90]. Example 4.14 and Problem 4.5.8 addressing the rationality of the feedback connection both appeared in [82]. (The rationality of the Hadamard product is due to Fliess [69].)
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[^0]:    ${ }^{1}$ The reader may want to review the material in Appendix Section A. 2

[^1]:    ${ }^{2}$ This is called Borel's Lemma.

[^2]:    ${ }^{3}$ See Section A. 1 in Appendix A.

[^3]:    ${ }^{1}$ When it is necessary to distinguish between the scalar 1 and the polynomial $1 \emptyset$, the latter will be written as 1.
    ${ }^{2}$ The reader may wish to consult Appendix A for a brief review of these algebraic concepts.

[^4]:    ${ }^{3}$ The symbol $w$ is the letter Sha in the Cyrillic alphabet, which is used, for example, in the Bulgarian, Russian and Ukrainian written languages. It is used to represent a sound which is roughly equivalent to the sh sound in the English word shuffle.

[^5]:    ${ }^{4}$ This concept will be defined more precisely in Definition 2.13.

[^6]:    ${ }^{5}$ It is more traditional to use $m$ and $u$ for the multiplication and unit maps, respectively. But these symbols clash with their use in system theory.

[^7]:    ${ }^{6}$ In the definition of $\sigma_{A \otimes A}, \mathbb{R} \otimes \mathbb{R}$ is being identified with $\mathbb{R}$ via the mapping $\beta$.

[^8]:    ${ }^{7}$ Such maps are called endomorphisms on vector space $A$.

[^9]:    ${ }^{8}$ Here $\mathbf{1}$ is the unit of a new algebra and should not be confused with the monomial $1 \emptyset$ by the same name, which was the unit for the catenation and shuffle algebras.

[^10]:    ${ }^{9}$ Otherwise, it is more natural to write $f_{c}$ as a Taylor series about $\tilde{z}_{0}=(d, \emptyset)$ so that $f_{c}\left(\tilde{z_{0}}\right)=(c, \emptyset)$, i.e., this value is not determined by an infinite sum.

[^11]:    ${ }^{1}$ The superscript $m$ will be suppressed when $m=1$.

[^12]:    ${ }^{2}$ The spaces $L_{\mathfrak{p}}^{m}\left[t_{0}, t_{1}\right]$ and $L_{\mathfrak{q}}^{m}\left[t_{0}, t_{1}\right]$ are said to be duals of each other.

[^13]:    ${ }^{3}$ For notational convenience, occasionally $F_{p}$ will be denoted as in the previous chapter by $E_{p}$ when $p \in \mathbb{R}\langle X\rangle$.

[^14]:    ${ }^{4}$ This is equivalent to requiring $J$ to be closed and bounded.

[^15]:    ${ }^{6}$ Of course, $\delta^{\prime}$ must be selected so that this ball is contained inside $B_{p}^{m}(R)[0, T]$. It is also being tacitly assumed that $u$ is not on the boundary of $B_{p}^{m}(R)[0, T]$. Otherwise, this argument needs a few minor adjustments.

[^16]:    ${ }^{7}$ Caution, the subscripts on output $y$ are not indicating component functions in this section

[^17]:    ${ }^{8}$ See Appendix B for additional information.

[^18]:    ${ }^{9}$ A suitable subscript like ' LC ' will be added when the set is restricted to series satisfying a certain growth condition.

[^19]:    ${ }^{10}$ Given the bijection between $\delta+\mathbb{R}^{m}\langle\langle X\rangle\rangle$ and $\mathbb{R}^{m}\langle\langle X\rangle\rangle, a_{\eta}^{i}\left(c_{\delta}\right)$ will often be abbreviated by $a_{\eta}^{i}(c)$.
    11 The subscript $\delta$ is added here to distinguish between this coordinate function and the monomial $\mathbf{1}=1 \emptyset$, namely, the unit for the catenation and shuffle algebras.

[^20]:    12 The Einstein summation notation is used in item 3 and throughout to indicate summations from either 0 or 1 to $m$, e.g., $\sum_{i=1}^{m} a_{i} b^{i}=a_{i} b^{i}$. It will be clear from the context which lower bound is applicable.

[^21]:    ${ }^{1}$ See Section A. 2 in Appendix A.

