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ABSTRACT: Our United States military is increasingly engaged in urban combat or peace-keeping 
missions. As a result, soldiers are also increasingly engaged with the civilian non-combatant inhabitants of 
various nations. Yet, current military simulation models have little or no representation of these effects 
which can lead to suboptimal training or experimentation results. More realistic and sophisticated crowd 
models are desired to address this growing need.  
 
It is unlikely that one crowd model will meet all our military’s crowd requirements since models are needed 
with a variety of behaviors depending upon the type of mission, the size of encounters, and the user 
application. A federate that may be used to provide such variety of civilian behaviors in a crowd context 
would need to be flexible, configurable, and extensible. In this paper, we report about one such 
instantiation and the framework which supports it. The framework is a layered architecture that is 
composed of a physical layer in which movements and other actions of the crowd are manifested; and also 
a cognitive layer in which the motivations of these activities are generated and propagated. Connecting 
these two layers is an API layer that provides mapping and communication services for the stimuli, 
activities, and accompanying parameters that are crowd behavior centric. 
 
Included in the paper are details about the API and the design process used to achieve it. Also included is a 
description of the integration of game technology used to provide the physical layer portion for this 
particular instantiation of the crowd federate. 
 
 

1. INTRODUCTION 
 
Crowds of non-combatants play a large and increasingly 
recognized role in modern military operations, and often 
create substantial difficulties for the combatant forces 
involved. 

“In Somalia, U. S. Marines often faced hostile 
crowds of rock-throwing women and children.  
In Bosnia, 
U. S. Army soldiers had to disperse angry mobs 
of Serb hard-liners near the town of Banja Luka.  
More recently, Danish, French, and Italian forces 
attempted to control riots between ethnic 
Albanians and Serbs in Mitrovice, Albania.” [1] 

“All military operations, large or small, have a 
crowd control/crowd confusion factor. … 
[C]rowds are one of the worst situations you can 
encounter.  There is mass confusion; loss of 
control and communication with subordinates; 
potential for shooting innocent civilians, or being 
shot at by hostiles in the crowd; potential for an 
incident at the tactical level to influence 
operations and policy at the strategic level.” [2] 

In spite of the military challenges and risks imposed by 
crowds, models of crowds are essentially absent from 
current production military simulations.  This omission 
has been understandable in the context of legacy 
simulations that were historically focused on large-scale 
engagements between heavy mechanized forces in 
primarily non-urban settings.  However, in the last decade 



the threat has changed and future engagements are 
expected to often involve lighter forces in urban settings.  
In simulations of such scenarios the absence of crowds 
and of non-combatants in general is a more serious 
departure from realism.  The absence of models of crowds 
in military simulation, and the need to include them, has 
been widely recognized. 

“Military forces are increasingly called upon to 
support operations other than war in which they 
come into contact with civilian populations.  In 
some cases, the interaction takes place with 
crowds of civilians.  Unfortunately, the computer 
generated forces that support virtual training 
systems do not yet support the simulation of 
crowds of civilians.” [3] 
“Representations are needed for … (neutrals or 
civilians) to represent operations other than war 
and the interactions among these forces.” [4]. 
“[T]he ability to represent the behavior of 
crowds is currently lacking in military modeling 
and simulation …”  [5] 
“With the Army’s growing emphasis on low-
intensity conflicts and operations other than war, 
the need to consider the civilians that live in the 
environment in which our forces will operate has 
become increasingly important.  …  [C]ivilian 
populations can have a profound affect in a 
crowded battle space.  …  There is, however, 
little representation of the civilians in today’s 
military simulations.” [6] 

 
VMASC is engaged in a two-phase research project 
aimed at developing a crowd modeling capability for 
military simulation.  The first phase, now complete, 
consisted of three parts:  a requirements analysis to 
identify military simulation crowd modeling 
requirements, a literature survey to examine 
psychological research relevant to crowd modeling, and a 
design study to explore design issues in the 
implementation of a crowd simulation [7]. 
In the second phase, now well underway, we are 
developing a crowd simulation, implemented as a 
distributed simulation federate, that will be interoperable 
with existing military simulations and will have a credible 
psychological basis for the crowd behavior it generates 
[8].  The second phase of the project has seven 
interrelated tasks.  They are: 
 
1. Crowd federate implementation; design and 

development of a simulation that generates and 
controls crowd members, is interoperable with 
existing military simulations via HLA, and has a 
reconfigurable architecture to allow later replacement 

of its component models.  This architecture is the 
subject of this paper. 

2. Cognitive model development; acquisition of 
psychological information describing the behavior of 
crowds via both literature review and direct 
psychological research [9] [10], the development of a 
computational model of crowd member behavior 
based on the psychological information, and the 
integration of that model into the crowd federate. 

3. Requirements analysis continuation; continuation of 
the process of identifying requirements for crowd 
modeling in military simulation. 

4. Historical survey; study and analysis of historical 
incidents where crowds had a significant effect on the 
course or outcome of military engagements. 

5. Reference scenarios; development of documented, 
historically accurate scenarios in a military 
simulation of historical events involving crowds, for 
testing and validation of the crowd federate [11].  
This includes the development of geospecific terrain 
[12]. 

6. Experiments; conduct of two experiments planned to 
test the crowd federate, the first to examine the level 
of crowd behavior fidelity needed, and the second to 
test the architectural reconfigurability of the crowd 
federate. 

7. PMFserv evaluation; independent evaluation of a 
psychological model based on performance 
moderator functions. 

The relationships between the three tasks of Phase 1 and 
the seven tasks of Phase 2 are summarized in Figure 1. 
 
2. DESIGN PROCESS AND GOALS 
 
The design process started with an investigative software 
development process to initially create an exploratory 
prototype aimed at elaborating requirements of the Crowd 
Behavior application programming interface (API).  The 
goals of developing this prototype were twofold.  Firstly, 
we mitigate risk by investigating areas of the design that 
contain either much complexity or involve reuse of 
software which may be difficult to integrate.  Specifically, 
this involves the reuse of game AI solutions from the 
entertainment industry and integrating them with 
traditional military distributed simulation solutions.  
Those risk areas involve software integration and terrain 
correlation.  Secondly, growing familiarity with the 
capabilities of the commercial-off-the-shelf/government-
off-the-shelf (COTS/GOTS) software and the theoretical 
necessities of crowd behaviors and their effect on military 
outcomes, allow iterative refinement of the requirements 
of the Crowd Behavior API. 
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Figure 1.  Crowd Modeling project tasks. 

 
 
 
The exploratory prototype and refined requirements were 
then used to implement a functional prototype designed to 
support the Crowd Behavior API.  This prototype can be 
expanded as additional capabilities are needed. 
 
This process is in effect the beginnings of a spiral 
development effort tailored to the goals and objectives of 
this project.  Subsequent cycles in the spiral would be 
carried out in follow-on crowd modeling efforts related to 
this project. 
 
Upon conclusion of the design study the following design 
and implementation goals were achieved: 
1. A prototype was implemented that demonstrated the 

integration of game AI software within a military-
oriented distributed simulation architecture, such as 
HLA.  This prototype resulted in a federation that 
combined crowd modeling capabilities from 
entertainment industry software with semi-automated 
forces modeling capability of JSAF. 

2. An initial draft of the Crowd Behavior API was 
achieved to a level of detail specification that can be 
implemented as part of a follow-on phase to this 
project. 

3. Crowd models with differing fidelity were created in 
order to determine the effects of the different fidelity 
crowds on the outcome of a military mission. 

4. The team also developed and correlated terrain 
between the game technology and the military 
simulation.  This process was evaluated and 
documented. 

 
3. CROWD FEDERATE ARCHITECTURE 
 
3.1 Architecture Background 
 
Much research has been conducted on human behavior 
models that focus on individual autonomous human 
agents.  Fewer models have addressed group or crowd 
behavior.  Crowd behavior models in the literature range 
from purely physical representations to purely cognitive 
representations and combinations of both have been 
successful to varying degrees in the domain to which they 
were intended.  Motivations range from improving 
graphical rendering performance to providing realistic 
behavior representations with emotions and other drivers. 
Crowd models include particle systems, flocking systems, 
or behavioral systems -- the difference being an 
increasing level of interaction among participants in the 
crowd and with the environment in general.  Along with 
increased interaction comes increased attention to 



modeling the social and emotional interactions among 
crowd members.  
 
A recurring theme throughout the literature is the 
necessity to model behavior either at the individual level 
and allow crowd behavior to emerge as a result of many 
goal-oriented individuals within the same location or at a 
crowd level where the behavior of the crowd may be 
completely controlled by a crowd entity.  Again, there is a 
range of efforts between these two extremes.  Recent 
findings [13] indicate that there is empirical evidence that 
crowds are not wholly individuals nor wholly a single 
entity but rather a congregation of individuals and small 
groups from which crowd behavior emerges out of a 
process of assembling, temporarily interacting, and then 
dispersing.  This suggests there is a hierarchy of behavior 
needed at the individual and group level and an awareness 
and affect of the evolution of the crowd over time.  Such 
complexity could only arise from behavioral models that 
include aspects of cognition.  Nevertheless, a variety of 
models do exist.  Where realism and human decision-
making based on simulation stimuli are important, models 
that focus on physical visual representation of crowds are 
important.  Where motivations and consequences take 
precedence over visual realism, robust cognitive models 
are necessary.  A framework that allows the integration of 
diverse models at the cognitive level with differing 
physical models would serve to provide useful crowd 
models to fit a variety of needs.  In recognition of this 
variety, the Crowd Behavior API must be flexible enough 
to allow such mappings of differing philosophy. 
 
We are using COTS tools such as AI.implant, Maya, and 
simulation engines from the gaming and entertainment 
industry that provide much of the physical and visual 
realistic representation.  AI.implant is an autonomous 
character tool that calculates and updates the position and 
orientation of each entity, chooses the correct set of 
animation (locomotion) cycles, and enables the correct 
simulation logic.  Maya is a graphical design and 
animation tool that provides the workspace for AI.implant 
and produces the animation clips that a game engine 
would use to visualize the simulation environment.  
 
Military alternatives at the physical layer of crowd 
representation include DISAF [14].  Recently, DISAF 

began including a flocking-based representation of crowd 
behavior allowing the incorporation of standing around 
behavior and flocking to waypoints.  In addition, crowd 
individuals have traits such as curiosity, fear, motivation, 
and hostility.  The mental states achieved in individuals 
stimulate crowd behavior resulting in stay or flee. 
 
More robust models of crowd cognitive behavior are 
being developed [15] [16] [17] [18] [19].  These models 
include crowd behaviors such as dispersing, gathering, 
swirling, clustering, flocking, safe wandering, following, 
goal changing, attraction to a location, repulsion from a 
location, group splitting, and space adaptability.  Crowd 
evolution is also tracked so that one can determine 
whether the crowd is advancing, gathering, retreating, or 
dispersing.  These models include environmental 
knowledge, group beliefs, intentions or goals, and also 
desires.  Silverman builds a cognitive model based on 
Markov chains and a BDI (Belief, Desires, Intensions) 
model [15]. 
 
Musse [18] in particular discuss three ways of controlling 
crowd behavior: 1) scripts, 2) rules with events and 
reactions, and 3) real-time external control.  An entity 
hierarchy is provided where the smallest unit is the virtual 
human agent.  Next up in the hierarchy are groups that are 
composed of agents and then crowds that are composed of 
groups.  “Crowd behavior corresponds to a set of actions 
applied according to entities’ intentions, beliefs, 
knowledge and perception” [18].  Different levels of 
realism are explored to support simple to complex crowd 
behaviors.  Simple crowd behaviors would approximate 
crowd behavior based on flocking systems.  Additionally, 
crowds may have a predominant emotion (sad, calm, 
regular, happy, or explosive which is extremely happy).  
These emotions may affect the posture and walk 
characteristics of individuals. 
 
Our desire is to benefit from the variety of models by 
creating an architecture with an API specifically to 
support crowd behaviors in distributed simulations.  This 
framework would allow the integration of robust 
cognitive models with models existing at the physical 
layer.  
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Figure 2: Generic crowd federate architecture 

 
3.2 Architecture Approach 
The Crowd Behavior API facilitates integration, 
communication, and interoperability of crowd cognitive 
models with crowd physical models.  HLA compliance 
allows another level of interoperability that may be 
exploited.  Physical models that are uniquely military 
oriented are immediately available with the use of the 
HLA.  This combination of the Crowd Behavior API and 
HLA compliance allows for the development of a crowd 
federate architecture that may draw from the military as 
well as the entertainment industry to utilize the best of 
both worlds in carrying out realistic simulations of crowds 
in military scenarios. 
 
The approach used in the design for the crowd federate is 
to start with a generalized API for an architecture that 
supports the reuse of existing cognitive models as well as 
existing physical models.  The API is intended to 
facilitate control of the physical model by the cognitive 
model as well as event and state feedback from the 
physical model to the cognitive model.  It is thought that 
the API would also provide the access to the entity and 
interaction data needed by the RTI Interface.  Figure 2 
illustrates a generic crowd federate architecture and 
shows the Crowd Behavior API as a layer between the 
cognitive model and the physical model.  This API 
facilitates the exchange of information between the two 
models tempered by the reconfigurable mapping data.  
Information about the crowd is exchanged across the RTI 
with other federates such as a SAF simulation.  
 
3.3 Architecture design details 
 
Details of the crowd federate are most apparent in the 
Crowd Behavior API.  In Figure 3, general designs for the 
cognitive model and the physical model are shown.  
These designs are intended to represent functionality that 
may be mapped to any given specific cognitive or 
physical model.  This is important since the Crowd 

Behavior API will support such functionality and, 
therefore, specifics of the API contains the framework 
necessary to convey functionality and information given 
the necessary set of mappings.  
 
Shown in the design of the general cognitive model are 
the two main interfaces with the physical model and thus 
the API.  These are the components that include 
perception and action selection.  The API contains 
mechanisms to provide sensory data to the cognitive 
model so that this data may be perceived in the required 
manner.  The API must also contain mechanisms to 
provide command and control to the cognitive layer over 
the physical layer.  The converse is true with regard to the 
physical layer.  
 
Sensor stimuli must be provided to the cognitive layer and 
actions provided by the cognitive layer must have a 
means to be executed.  All this must occur via the Crowd 
Behavior API. 
 
The specifications of the interface have been derived and 
refined based upon these general cognitive and physical 
designs derived from the crowd modeling literature, the 
implemented prototype, and the experiments conducted.  
Specific design criteria for the interface include the 
flexibility of the API to handle behavior transference from 
an individual influencing group behaviors or a group 
influencing an individual’s behavior.  Also of interest are 
individual or group behaviors that are influenced by 
triggers or persistent phenomena.  It is believed but not 
proven that such capability is needed, as these are 
unanswered questions in the psych community.  Whether 
or not these capabilities are needed in military simulations 
are questions we may be able to answer in surveying the 
military simulations community.  Our intent is to provide 
the flexibility in the API to support the changing 
psychology of crowd behavior. 
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Figure 3: General cognitive and physical model designs 
 
 
 
Attributes Category: 
 External states  => position, orientation, speed … 
 Internal states => alive, anger, hungry … 
 
Actions Category: 
 Observation: see, hear, feel … 
 Movement: stay, walk, run, flock with, follow path … 
 Interaction: throw rock, shoot, talk … 
 State change (callback): set attribute value 
 
 

Figure 4.  Example attributes and actions categories. 
 
3.3.1 Human characters 
Characters and groups of characters are defined by a set 
of attributes and set of actions to be carried out by these 
groups and the characters in the groups.  These 
distinctions allow individual characters to carry out 
individualized actions while sharing actions designated to 
be group activities with members of its group.  Figure 4 
shows representative attributes and actions. 

 
3.3.2 General command and control 
The ability to perceive and affect the characters and their 
environment is provided through the execution of a 
predetermined set of crowd behavior actions that may be 
mapped to similar actions in the cognitive and physical 
models.  It is believed that such a selection may be 
possible since this API is focused on the behaviors of 



crowds and there are reasonable sets of activities that are 
realistic for crowds to perform.  Further, mappings of 
semantically exact actions, although desirable, may not be 
a necessary condition in that semantic differences should 
be small enough to be insignificant in the randomness of 
what it is to be human and unconstrained within the 
context of civilian life.  This is of course based on the 
axiom that civilians are significantly more non-
deterministic than military units, and therefore there is a 
wider range of believable behavior for crowds and the 
individuals within them. 
 
3.3.3 Character HLA interface 
Mappings for exchange of information with other 
federates will depend upon the ability of the Federation 
Object Model (FOM) to support the necessary 
information.  Initially, the Real-time Platform Reference 
Federation Object Model (RPR FOM) will be used to 
support interoperability with selected semi-automated 
forces (SAF) systems.  It is believed that there will be a 
set of attributes and interactions that will not be supported 

by the RPR FOM nor any of the SAF systems.  Such a set 
would remain part of the simulation object model (SOM) 
of the crowd federate unless and until the cognitive model 
portion of the crowd federate were to be executed on a 
separate node from the physical model portion of the 
crowd federate to in fact create a distributed crowd 
federate.  In such a case, the RPR FOM would need to be 
augmented to support transfer of the extraneous set of 
data.  The HLA interface therefore is a mapping 
dependent upon the FOM used. 
 
4. USER REQUIREMENTS ANALYSIS 
 
VMASC consulted with M&S users in the joint 
community (and others) regarding their current and 
anticipated needs for crowd modeling in joint simulations.  
Figure 6 shows the results of an effort to group 
requirements suggesting similar type behavior in crowds. 
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Figure 6: Grouping of user requirements 

 
These groupings were further categorized as to whether 
the associated behaviors were generic or specific and 
whether they were pertaining to the action of an 
individual or groups of individuals. The results of these 
groupings are shown in Figure 7. 
 

These categorized groupings were then examined for API 
specific requirements ignoring effects that are more 
appropriate for consideration in the physical and cognitive 
models. The result was a small set of generic use cases 
that expressed the tasks that the crowd behavior API 
would perform. Those use cases are shown in Figure 8.

 



• Generic Individual behavior 
- Stay at point (p), Move w/ neighbors (p), Drive vehicles (h), Employ crude or improvised weapons (h), etc. 

• Specific Individual behaviors 
- Satisfy curiosity [goal] (q), Confront antagonist [behavior] (q), Assist combatants (e.g. medical aid) (f), etc. 

• Generic group behavior 
- Flocking (s) 
  * Move w/ neighbors (p) 
- Looting (g) 
- Etc. 

• Specific group behavior 
- Comply w/or violate cordons and curfews [behavior](y), Mass action to overwhelm checkpoint [goal](g) 
- Attack barrier [behavior] (h) 
- Mass action to force combatant withdrawal (g) [goal] 
  * Take hostile action against combatants [behavior] (e.g. throw rocks [action]) (f) 
- Provide human shield cover for combatants [goal] (g) 
- Etc. 

• Other 
- Usability, Characteristics, Scenarios, Operational Needs, Considerations 
 

 
Figure 7: Categorized Groupings 

 
  
 

• Generic Set of Use Cases For API 
- Provide Action 
  * The action may be simple or complex with a parameter that is the name of an action 
- Provide Group Action 
  * Group entity may be implemented as a list of individuals or an actual group object. 
- Receive Sensor Information 
- Group Goal Change 
- Role Player Controlled Group 
- Receive State Information 

 
Figure 8: Generic Crowd Behavior API use cases 

 
 5. API CONCEPTS AND MODELS 
 
A simulation entity represents an individual or a group of 
individual that simulated by a set of computational 
models. The entity type of a simulation entity defines a 
set of actions and stimulus that the simulation entity may 
have. Actions and Stimulus are in the form of requests 
that will be sent back and forth between the 
computational modes. 
 
A physical model is a computational model that carries 
out low-level realistic locomotion actions of a simulation 
entity. The results of a locomotion action will update the 

position and orientation of the simulation entity. The 
locomotion actions are selected and controlled by a 
cognitive model of the simulation entity. A physical 
model also provides sensing information (stimulus) to its 
cognitive model for processing. 
 
A cognitive model performs cognitive tasks and produces 
actions than can be compared to data from human 
performance. It is intended to be an explanation of how 
some aspect of cognition is accomplished by a set of 
primitive computational processes. The primary 
computational processes include perception, knowledge 
representation, decision, planning, learning, action 
selection etc. Generally speaking, a cognitive model 



receives stimulus that provided by it corresponding 
physical model and produces actions that will be carried 
out by the physical model. 
 
Crowd behavior API provides a flexible request 
exchanging mechanism between physical models and 
cognitive modes. Typically, we can implement a separate 
program called API executive for forwarding requests 
between physical models and cognitive models. The API 
executive contains all the simulation entity information 
(entity type, identity and owners—simulation models, etc) 
required to forwarding requests. Alternatively, The API 
can be realized as software components integrated 
directly into physical models and cognitive models. 
 
5.1 Crowd Behavior API Classes 
 
Figure 9 shows a high level logical view of crowd 
behavior API classes. A brief description of each of these 
classes is provided below. 
 

The Crowd_API class is the main interaction point 
between the API and other computational models. It 
implements two general API interfaces. The control 

interface (ICTL_API) provides initialization and 
simulation run time control functionalities. The model 
interface (IMOD_API) provides model registration, type 
and entity creation and request forwarding functionalities. 

A Crowd_API object contains a type system in the 
simulation. The type system will be created during API 
initialization. Particularly, all simulation entity types are 
defined in the type system. Any simulation entity will 
have a corresponding entity type, which specifies the 
actions and stimulus in the simulation entity. 
  

The API_Type class defines the entity, action and 
stimuli types in the simulation world. It provides the 
common information for each type, such as name, 
category etc. An entity type keeps track of all the 
simulation entities in the simulation that have this type. 
Typically, it will contain a list of action types, a list of 
stimuli types, and a list of API_Obj objects. Action and 
stimuli types give the format information of the “real” 
action and stimuli in the simulation. 
 
The types in the system is specified in a CBOM (Crowd 
Behavior Object Model) file and created by a 
TypeFactory object.

 

 
Figure 9: Logic view of Crowd Behavior API 

 
 



A TypeFactory object reads the CBOM file and creates an 
API_Type object for each type defined in the file. The 
TypeFactory class realizes the Abstract Factory pattern 
[20] that has the following advantages:   

1). Supports multiple type standards.  
2). Isolates type creation from type specification. 
3). Enforces dependencies between actions, stimulus 
in a type. However, it  
4) doesn’t support run-time type creation.  

 
An entity type should be able to extend itself to form a 
new type at run time. The new type may be only slightly 
different from the original. However, it is impossible to 
define new type classes for every type extension in the 
CBOM file. To support a type extension capability, the 
API_Type class realizes the Prototype pattern [20] which 
supports run-time API_Type creation and reduces the 
number of classes/subclasses in the system.  
 

The API_Obj class is an abstract concept class that 
represents the simulation entity in the API. It provides 
general information of the simulation entity for the API 
executive. An API_Obj object contains information such 
as name, type, and handle of a simulation entity. It also 
contains the information about the computational models 
that simulates it. A simulation entity could be an 
individual or a group of individual. To support this 
hierarchical structure of the simulation entity, API_Obj 
class realizes the Composite pattern [20] which presents 
part-whole hierarchies of the entities and provides a 
uniform interface to individual and group classes 
 

The API_Xmitor class is an abstract class that 
represents the simulation entity requests (stimulus, actions 
etc). A concrete API_Xmitor class defines a request that 
can be sent from one model to another model in the 
simulation. It provides detail information of the 
exchanging request between physical models and 

cognitive models. The action/stimuli request is 
encapsulated in API_Xmitor class to support 
parameterized request objects and allow the physical 
model/cognitive model be structured around high-level 
operations.   
 
If the simulation allows different models to use their own 
request format, request converting has to take place 
before the request is sent or after it is received. The 
Converter class is a utility class that provides request 
format converting between different computational 
models and the API executive. It realizes the Builder 
pattern which provides an independent algorithm for 
converting actions or stimulus and supports different 
representations for actions or stimuli. 
 

The Communication_API class is an abstract 
communication class that implements communication 
mechanisms. Currently, it is a placeholder that indicates 
that the API component will have cross-machine (or 
cross-process) communication capabilities. 
 
5.2 Physical and cognitive model classes 
 
Figure 10 and 11 illustrate logical views of a physical 
model and a cognitive model, respectively. To be 
integrated with the API component, computational 
models need to provide an interface (port) that receives 
the requests and control commands from the API 
executive. The received control commands will be 
executed and the received requests will be sent to a 
particular physical simulation entity (the receiver) for 
processing. The interfaces for our prototype 
computational models are the ICM interface for the 
cognitive model and the IPM interface for the physical 
model shown in the figures. 
 



 
Figure 10: Logic view of a physical model 

 
 

 
Figure 11: Logic view of a cognitive model 



5.3 API Use Cases 
 
Figure 12 shows the core use cases, shown as ovals, for 
the crowd behavior API. These use cases map to the 
general use cases from figure 8 with the addition of other 
use cases for control and initialization. The Provide 
Action and Provide Group action map to Provide Action 
Receive Action use cases in Figure 12. Similarly, Group 

Goal Change and Receive State Information from Figure 
8 map to State Forwarding. Receive Sensor Information 
maps to Receive Stimuli and Provide Stimuli. Finally, 
Role-Player Controlled Group results in a GUI that 
interfaces in the same manner as the cognitive model and 
is excluded from the figure to reduce its complexity. 
 
 

 

 
Figure 12: Crowd Behavior use cases 

 
 
6. CONCLUSIONS  
 
It is unlikely that one crowd model will meet all our 
military’s crowd requirements since models are needed 
with a variety of behaviors depending upon the type of 
mission, the size of encounters, and the user application. 
A federate that may be used to provide such variety of 
civilian behaviors in a crowd context would need to be 
flexible, configurable, and extensible. 
 
We discussed and illustrated a design that attempts to 
provide such capabilities. The framework is a layered 
architecture that is composed of a physical layer in which 
movements and other actions of the crowd are manifested; 
and also a cognitive layer in which the motivations of 

these activities are generated and propagated. The crowd 
behavior API connecting these two layers provides 
mapping and communication services for the stimuli, 
activities, and accompanying parameters that are crowd 
behavior centric. 
 
Currently, the Crowd Behavior API has been 
implemented in a working prototype that recreates a 
vignette from the Blackhawk Down incident in 
Mogadishu, Somalia involving civilian, militia, and US 
military entities. The extent to which the federate is 
flexible and configurable is a task that has only recently 
been started and will be reported upon in future 
publications. 
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