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Abstract. Accurate patient registration and referencing is a key ele-
ment in navigated surgery. Unfortunately all existing methods are either
invasive or very time consuming. In this paper we propose a fully non-
invasive optical approach using a tracked monocular endoscope to re-
construct the surgical scene in 3D using photogrammetric methods. The
3D reconstruction can then be used for matching the pre-operative data
to the intra-operative scene. In order to cope with the near real-time re-
quirements for referencing, we use a novel, efficient 3D point management
method during 3D model reconstruction.
The presented prototype system provides a reconstruction accuracy of
0.1 mm and a tracking accuracy of 0.5 mm on phantom data. The ability
to cope with real data is demonstrated by cadaver experiments.

1 Introduction

Over the past decade computer aided, navigated surgery has evolved from early
laboratory experiments to an indispensable tool for many interventions in spine
surgery [1]. Accurate patient registration with the pre-operative imaging modal-
ities or referencing of the target anatomical structure is an essential component
of these procedures. Many of today’s approaches are invasive and use either me-
chanical fixation devices, fiducial markers, ionizing radiation or require tedious
manual registration with a pointing device. While the potential of ultrasound
imaging for non-invasive registration and referencing is currently explored [2] its
usability is strongly constrained by the limited penetration depth of the ultra-
sound waves and the presence of air-filled cavities in the body.

In this paper we present a novel approach that uses a tracked monocular
endoscope to register and reference vertebrae during spine surgery. By tracking
natural landmarks over multiple views, a 3D reconstruction of the surgical scene
can be computed using photogrammetric methods. The proposed algorithm con-
secutively refines the 3D model with each additional view. This reconstruction
provides quantitative metric data about the target anatomy which can be used
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for 3D-3D registration of the anatomy to the pre-operative data and for further
referencing. Our aim is to create an intra-operative support environment, which
relies as much as possible on the tools and instrumentation used anyway dur-
ing surgery and does not increase the invasiveness of the intervention just for
navigation purposes.

The presented method is general and can be used for any rigid anatomical
structure with sufficiently textured surfaces. In this paper, however, we concen-
trate on C2 vertebra referencing during C1/C2 transarticular screw placement,
as this open intervention allows us to thoroughly test and validate our methods
before applying them in minimal invasive spine surgery.

2 Related Research

Various approaches have been proposed to provide the surgeon with more in-
formation during endoscopic interventions. Most of them are tailored to specific
procedures and are of limited general applicability. In particular the following ap-
plication fields can be identified: (a) registration and referencing, (b) navigation
aids, and (c) augmented reality.

A fiducial marker based system to register freehand 2D endoscopic images
to pre-operative 3D CT models of the brain has been presented in [3]. Another
marker based spine referencing method was proposed by [4]. The use of markers,
however, forces the surgeon to increase the invasiveness of the intervention just
to be able to perform referencing during the surgery.

In [5–7] pre-operative CT models are registered to the 2D endoscope image
during bronchoscopy. They optically detect the pulmonary branches to navigate
inside the bronchi limiting its applicability to bronchial surgery. Another nav-
igation aid using photogrammetry during endoscopic surgery has been studied
in [8]. They use the structural information to prevent the endoscope image from
flipping upside-down while rotating the camera. In [9] the pose of a specially
marked tool inside the surgical scene has been determined from monocular la-
paroscopic images and used to create 3D renderings from different views for the
surgeon. Using Shape from Shading for navigation has also been investigated by
several researchers [10, 11]. Although the illumination conditions with only one
light source is well defined and its relationship with respect to the camera is
known, these models lack the metric reconstruction.

Augmented reality systems are not necessarily aiming at quantitative mea-
surements but rather want to improve the visual perception for the surgeon by
extending the image with additional information. In [12–16] externally tracked
cameras are used to augment the surgeon’s view by fusing pre-operative data
with the actual endoscopic view. In contrast, [17] uses a stereo endoscope instead
of a tracker for 3D-3D registration of the surgical scene with the pre-operative
model data. An example for 2D-3D registration is presented in [18], where nav-
igation is simplified by displaying the corresponding pre-operative CT or MRI
slice next to the intraoperative endoscopic image.
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3 Methods

In this section the experimental setup and the algorithms used for the 3D re-
construction based on the point database system and the 3D-3D registration
between the computed model and the pre-operative data are presented.

3.1 Experimental Setup

The entire hardware setup is depicted in Fig. 1. For our experiments a 10 mm
radial distortion corrected endoscope (Richard Wolf GmbH) with an oblique
viewing angle of 25◦ was used. To avoid interlacing artifacts, we relied on a
progressive frame color CCD camera with a resolution of 960× 800 pixels and
15 fps. As the depth-of-field of the endoscope/camera combination is in the range
of 3− 8 cm the focal length of the camera can be kept constant during the entire
procedure, allowing to avoid the recalibration of the system during surgery.

Endoscope

Marker

Optical tracking system

Laptop

Hardware

Synchronisation

Light source

CCD Camera

Target anatomy

Marker

Tool

Fig. 1. System overview showing the different components of the proposed endoscopic
navigation system

A marker is attached to the endoscope that is being followed by the active
optical tracker (EasyTrack500, Atracsys LLC). The EasyTrack provides accu-
rate position (less than 0.2 mm error) and orientation information in a working
volume of roughly 50× 50× 1500 cm3. An external hardware triggering logic
ensures the synchronized acquisition of the tracking data and the camera images
during dynamic freehand manipulation.

The entire setup is portable and can be installed in a sterile OR environ-
ment within minutes. The intrinsic camera and the extrinsic camera-marker
calibration can be performed pre-operatively in one step by the surgeon without
requiring assistance from a technician [19].

3.2 Point Database

Efficient and consistent data management is an important pre-requisite for the
proposed near real-time 3D reconstruction method. All the captured views with
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their interest points, the views where a specific regions is visible, and the continu-
ously updated 3D point coordinates have to be stored and managed reliably and
efficiently. In this section a novel approach for handling these data is presented.
The algorithms described in the following section rely fully on this database.

The data structure to efficiently handle the related task is shown in Fig. 2 and
consists of three parts. First, all the images with the camera pose, the location
of the interest points and their feature descriptors are stored in the Interest
Point Database. Second, in the tracking phase the point correspondences be-
tween the last two views is established. If a feature was already detected in more
than two views, the actual view is added to this feature. If the feature has only
been present in the last two views, the new matched points are added to the
Tracking Database. Finally, during 3D reconstruction and model refinement
the 3D Point Database is filled by triangulating the matched image points from
the Tracking Database. This database contains the 3D coordinates, the views
this points were visible in and the locations of the corresponding 2D interest
point. In order to maximize speed and minimize memory load, all references are
realized using pointers.
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Fig. 2. Database structure for tracking, reconstruction and model refinement

3.3 Algorithm Outline

The method can be divided into three parts: (1) the tracking of feature points
across the image sequence, (2) the 3D reconstruction and (3) the registration or
referencing of the computed 3D structure.

As the endoscope rarely sees the whole scene at once, we need to find natural
landmarks having distinctive features that can be tracked across multiple images
and found again when reappearing. Figure 3 gives an overview of the steps per-
formed in the feature tracking algorithm. To initialize the tracking two images
are required. Starting with the first image, additional images are acquired until
a baseline larger than the predefined threshold of 4 mm is detected. The baseline
can be easily calculated using the extrinsic parameters reported by the external
tracker. This minimum baseline restriction assures an accurate initial 3D re-
construction. From these two views interest points and their region descriptors
are extracted using the method described in [20]. They are matched using the
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Fig. 3. Tracking and 3D reconstruction algorithm

second-nearest-neighbor ratio of their 64-element feature descriptors. A filter us-
ing the robust RANSAC fundamental matrix estimation is then used to remove
outliers. The remaining point correspondences are then used to triangulate an
initial set of 3D points which are stored in the 3D Point Database.

Once the point tracking is initialized, the trifocal tensor is calculated for
the already known 3D points with the last two camera poses where the point
was visible. The trifocal tensor is then used to predict the 2D positions of the
3D points in the current endoscopic view. If a point is indeed visible in the
current view, this view is added to the corresponding 3D Point Database entry.
If the baseline between the current view i and the last view i − 1 is less than
the predefined threshold, the algorithm captures a new image and starts over
with calculating the trifocal tensors. Otherwise, the still unmatched interest
points in the current view i are checked if they can be matched to an interest
point in the previous view i− 1. These newly appearing points are added to the
Tracking Database and the triangulated 3D coordinates are stored in the 3D
Point Database.

In the feature point tracking phase (see Fig. 3 (left)) the 3D Point Database
is continuously updated. In the 3D reconstruction phase (right) the newly found
3D points are triangulated using the optimal triangulation method [21] that
shifts the image coordinates to perfectly fulfill the epipolar constraint. The com-
puted 3D points are then added to the 3D Point Database. As we need accurate
3D points for further processing, two different filters are used to remove false re-
sults. The first filter eliminates all 3D points from the database, that are outside
the working volume of the external tracking device. The second filter computes
the backprojection error for each point in the last 5 views. Iteratively all points
having a backprojection error larger than the threshold = median + 3 ·σ are
removed. The median and standard deviation are then recalculated for the re-
maining points. This filter stops once no more points have been eliminated from
the database (usually after two iterations). After the filtering, the database con-
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tains a stable set of 3D points. The Levenberg-Marquardt (LM) algorithm is
then used to optimize the structure parameters, i.e. the 3D coordinates, over
the last 5 views. The optimized 3D points are then updated in the 3D Point
Database.

Once the computed point cloud is dense enough (more than 300 points) it
can be registered to the segmented pre-operative CT model. In order to register
the CT with the reconstructed point cloud, the operator initializes the iterative
closest point (ICP) registration algorithm by identifying the vertebra to register
with. This is currently done by roughly overlaying the two models on the screen.

4 Results

In order to assess and quantify the system’s performance, we tested the algo-
rithms on synthetic data (C2 plastic vertebra, mimicking blood spots, coagula-
tion residuals, and fat) as well as on ex-vivo data. Three different accuracy tests
and a feasibility study based on cadaver experiments were performed using only
freehand captured images.

In the first experiment the quality of the metric 3D reconstruction was deter-
mined. Therefore, the 3D structure from 25 different sequences of a plastic ver-
tebra were computed. The real thickness of the spinal process of the C2 was then
compared to the reconstructed models. The obtained error was 0.10± 0.35 mm
with the maximum error smaller than 0.8 mm. An example of the reconstructed
C2 vertebra and the corresponding CT model is shown on Fig. 4a, b and c.

Fig. 4. a) Phantom CT model, b) wireframe and c) textured model of reconstructed
phantom C2 vertebra, d) C2 CT model from cadaver experiment and e) corresponding
textured reconstruction

In the second experiment the repeatability of the localization has been inves-
tigated. Therefore, the vertebra was fixed and 10 different sequences recorded
followed by the 3D reconstruction. Each of the resulting models was then regis-
tered to the CT data using the point-to-point ICP method [22]. Then the spatial
transformation between the registered models was measured, resulting in a de-
viation of 0.46± 0.31 mm in the position of the vertebra and 1.3± 0.8◦ for the
rotation.
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In the third experiment the precision of the quantified displacements has been
assessed. With the aid of a robot arm, the vertebra was positioned at different
locations with an accuracy higher than 0.1 mm. At every distinct position the
vertebra was reconstructed in 3D and registered to the CT model using ICP. The
distance between the registered CT models was then measured and compared
to the ground truth from the robot thus covering the full error chain. This test
has been performed separately in the xy-plane of the tracker’s coordinate system
with an error of 0.42± 0.28 mm as well as in its z-direction yielding an error of
0.49± 0.35 mm.

In order to verify the performance of the 3D reconstruction in a more re-
alistic environment, we tested it on ex-vivo data from a cadaver experiment.
On average we could identify 500 points on the cadaver’s C2 vertebra, which
proved to be sufficiently dense for the 3D reconstruction and compares well with
the 800 points found on the synthetic body. We observed this similarity in the
backprojection error, too, which was (2± 1 pixels) in both cases, supporting our
expectations to be able to reach similar accuracy as in the synthetic environment.
Fig. 4d and e show the reconstructed pre-operative CT and intra-operative op-
tical models, enabling a visually satisfactory overlay. These preliminary results
indicate the usefulness of our method in an in vivo surgical environment.

The feature tracking and consecutive 3D reconstruction process currently
uses approx. 1 s per frame. The final ICP registration step uses slightly less than
1 s, thus allowing the surgeon to reference the target anatomy in near real-time.

For the proposed system the following sources of inaccuracy have been iden-
tified: (1) intrinsic- and extrinsic errors in camera calibration, (2) inaccuracy
of the external tracking device, (3) inaccuracies when matching features, and
finally (4) errors from the ICP registration. The potential for improvements in
intrinsic and extrinsic calibration is very limited, so further efforts for achieving
even higher accuracy will have to concentrate on the last three components.

5 Conclusions

In this paper, a purely optical natural landmark based registration and referenc-
ing method using a tracked monocular endoscope was presented. The method
is non-invasive and no fiducials or other synthetic landmarks are required. The
metric 3D reconstruction accuracy is 0.1 mm. Rigidly registering the 3D recon-
struction to the pre-operative 3D CT model using point-to-point ICP resulted
in an error of < 0.5 mm proving the applicability of the proposed procedure for
non-invasive registration or referencing during navigated spine surgery.

The current processing speed of one second per frame allows the surgeon to
register the target anatomy within about thirty seconds. The current implemen-
tation, however, still leaves room for further improvement in processing speed.

As the next step, the cadaver experiments will be extended allowing quanti-
tative comparisons with external tracking results, followed by in vivo validation
during open C1/C2 transarticular screw placement surgery.



8

References

1. Schlenzka, D., Laine, T., Lund, T.: Computer-assisted spine surgery. European
Spine Journal 9 (Suppl 1) (2000) 57–64

2. Kowal, J., Amstutz, C., Ioppolo, J., Nolte, L.P., Styner, M.: Fast automatic bone
contour extraction in ultrasound images for intraopertive registration. IEEE Trans
Medical Imaging (2003)

3. Dey, D., Gobbi, D., Slomka, P., Surry, K., Peters, T.: Automatic fusion of free-
hand endoscopic brain images to three-dimensional surfaces: creating stereoscopic
panoramas. IEEE Transactions on Medical Imaging (2002)

4. Thoranaghatte, R.U., Zheng, G., Langlotz, F., Nolte, L.P.: Endoscope based
hybrid-navigation system for minimally invasive ventral-spine surgeries. Computer
Aided Surgery (2005) 351–356

5. Bricault, I., Ferretti, G., Cinquin, P.: Registration of real and CT-derived vir-
tual bronchoscopic images to assist transbronchial biopsy. IEEE Transactions on
Medical Imaging (1998) 703 – 714

6. Kwoh, C., Khan, G., Gillies, D.: Automated endoscopic navigation and advisory
system from medical image. In: Proceedings of SPIE - Volume 3660 Medical Imag-
ing 1999: Physiology and Function from Multidimensional Images. (1999)

7. Tjoa, M., Krishnan, M., Zheng, S.: A novel endoscopic image analysis approach
using deformable region model to aid in clinical diagnosis. Proceedings of the
International Conference of the IEEE Engineering in Medicine and Biology Society
(2003)

8. Koppel, D., Wang, Y.F.: Image-based rendering and modeling in video-endoscopy.
In: Proceedings of the IEEE International Symposium on Biomedical Imaging:
Macro to Nano. Volume 1. (2004) 269 – 272

9. Caban, J.J., Seales, W.B.: Reconstruction and Enhancement in Monocular La-
paroscopic Imagery. In: Proceedings of Medicine Meets Virtual Reality. Volume 12.
(2004) 37–39

10. Forster, Q., Tozzi, C.: Towards 3D reconstruction of endoscope images using shape
from shading. In: Proceedings of the XIII Brazilian Symposium on Computer
Graphics and Image Processing. (2000)

11. Gomez, G., Sucar, L., Gillies, D.: The pq-histogram as a navigation clue. In:
Proceedings of the IEEE Int. Conference on Robotics and Automation. (2002)

12. Feuerstein, M., Wildhirt, S.M., Bauernschmitt, R., Navab, N.: Automatic Patient
Registration for Port Placement in Minimally Invasive Endoscopic Surgery. In:
MICCAI. (2005)

13. Bockholt, G., Bisler, U., Becker, A.: Augmented reality for enhancement of endo-
scopic interventions. In: Virtual Reality Proceedings. (2003)

14. Deligianni, F., Chung, A., Yang, G.Z.: Visual Augmentation for Virtual Environ-
ments in Surgical Training. In: MICCAI. (2003)

15. M. Scholz, e.a.: Development of an Endoscopic Navigation System Based on Digital
Image Processing. Computer Aided Surgery 3 (1998)

16. Sauer, F., Khamene, A., Vogt, S.: An Augmented Reality Navigation System with
a Single-Camera Tracker: System Design and Needle Biopsy Phantom Trial. In:
MICCAI. (2002) 116–124

17. Mourgues, F., Devemay, F., Coste-Maniere, E.: 3D reconstruction of the operating
field for image overlay in 3D-endoscopic surgery. In: Proceedings of the IEEE and
ACM International Symposium on Augmented Reality. (2001)



9

18. Muacevic, A., Muller, A.: Image-Guided Endoscopic Ventriculostomy with a New
Frameless Armless Neuronavigation System. Computer Aided Surgery 4 (1999)
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