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ABSTRACT

A central element of surgical simulators is the generation of ap-
propriate haptic feedback. Several factors influence this rendering
process, which could potentially degrade the feedback quality. In
this context, our current research aims at assessing, how well hap-
tic sensations encountered during interaction with real objects, can
actually be approximated in a virtual environment. Since finding
appropriate soft tissue deformation models for real time interaction
is a complex task in itself, we limited the investigations in this pilot
study to simple linear-elastic silicone objects.

A model of a virtual deformable object was adapted and param-
eters selected to approximate a real silicone sample within a spe-
cific hardware setup. A comparative study was performed, in which
13 subjects had to discriminate between the categories of real and
virtual objects. We found that subjects could discern between the
categories with a mean accuracy of 63% with no significant bias to-
wards assuming the presence of either real or virtual objects. While
being above chance level, the results indicate that we were able to
approximate haptic feedback of a real object with high fidelity in
our specific hardware setup.
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1 INTRODUCTION

An indispensable part in most surgical simulator systems is the dis-
play of haptic feedback while interacting with deformable tissue.
Accurate rendering of organ compliance is necessary for surgeons
to be able to discriminate between different tissues. A number
of factors influence the quality of haptic feedback in this case -
among them are the selected mechanical deformation model, mate-
rial laws and setting of mechanical parameters, collision detection,
tool-tissue contact handling, simulation and haptic update rates,
coupling between display and simulation, and the characteristics
of the haptic device used. Several points in this rendering chain
exist, where errors can be introduced, simplifications have to be
made, or device limitations are reached. This raises the question of
how well the behavior of a real deformable object can actually be
approximated with a virtual representation.

Biological soft tissue is a complex material to represent, showing
characteristics such as viscoelasticity, inhomogeneity, anisotropy,
or load cycle conditioning. Therefore, we started our investigations
in this pilot study with the evaluation of simple, linear elastic ob-
jects. To this end, we designed an experiment, where participants
were asked to compare haptic feedback during interaction with real
and virtual deformable objects. The virtual model was composed of
an enhanced, volume-preserving mass-spring-damper model, with
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parameters tuned according to measurements of real material. Hap-
tic rendering during interaction was performed with a haptic proxy
paradigm. Moreover, it should be noted, that the environment was
optimized for the specific haptic interface used. The experimental
task was the indentation of a soft object by a rigid tool. We com-
pared the virtual interaction to the real poking of a silicone cylinder
with a metal ball indenter.

The paper is organized as follows: after a review of related work,
Section 3 introduces the virtual deformation model. Moreover, the
deformation parameter setting according to a reference silicone ob-
ject is described. The complete haptic system used for the exper-
iment is presented in Section 4. In Section 5 the study performed
with 13 participants is described, followed by the discussion of re-
sults and the conclusion.

2 RELATED WORK

In the past, several real-time computational models were proposed
for soft tissue deformation - most of them also having been used
for providing haptic feedback in simulations. First attempts de-
fined deformation states of volumetric objects by hand-adjusted
3D force profile functions [1]. Other approaches model volumet-
ric chainmail-like behavior of the soft matter [12]. Physically
inspired mass-spring models [13] have experienced more wide-
spread use in computer simulation. Although they lack deforma-
tion realism due to a simplified physical model, they are easily im-
plemented and computationally effective. More accurate simula-
tions of deformable objects can be achieved with methods stem-
ming from mechanical engineering. Options are the boundary ele-
ment method [14] or finite element method [4], however, more com-
plex computations make real-time interaction unfeasible. While all
these methods rely on meshes for topology representation, recently
meshless approaches have also been proposed, e.g. based on parti-
cle systems [23], or the method of finite spheres [6].

Knowing the drawbacks of each technique (speed and correct-
ness), these techniques were used in haptic rendering for estimating
contact force, when a tool pushes on an object. These force vectors
are then presented to the user via a haptic interface - usually after
additional smoothing. Apart from these deformation methods, an-
other option for getting force estimations is the exact measurement
of interaction forces in the real world and their successive rendering
on a device [18]. Unfortunately, the quality of the haptic feedback
achieved with these approaches as compared to a reference object
is only seldomly investigated.

In [15] a physical ground truth for validating the force compu-
tation of a real-time soft tissue deformation model was presented.
The authors compared the deformation of the virtual model to that
of a real silicone cube, the Truth cube. With known material prop-
erties and controlled boundary conditions, a set of volumetric dis-
placement data was obtained. Taking this data as a ground truth,
the deformations of identical situations, computed using a virtual
model, can be qualitatively compared.

Several studies focusing on evaluation of haptic perception re-
lated to interaction with deformable objects were performed. These
mostly examined the human haptic sensory limitations, thus pro-



viding specifications for the design of new haptic systems. Weber
fractions for stiffness, force, and displacement discrimination, as
well as investigations of force and compliance contrast necessary
for detection were presented in [9]. Also, haptic illusions and cross-
modality dependence, e.g. influence of the visual cues on the haptic
perception [10], or the size and position influence of the force sen-
sation, were examined. However, none of these studies compared
the interaction with a virtual model to a real scenario.

In recent work, a research group at the Stanford University val-
idated haptic rendering algorithms for rigid object interaction [16].
Several test subjects were asked to rate how well a virtual scenario
represented the experience of tapping on a real wood sample. Dur-
ing the experiment a number of different rendering methods for a
hard wooden surface were presented to the users. Unfortunately, the
hard contact with a wooden sample could not be fully reproduced.

A comparison of haptic rendering techniques of tool-tissue con-
tact was performed within a study on cutting of soft tissue with
surgical scissors [20]. It included display of recorded data, as well
as of forces obtained from a linear approximation of the empirical
data. Subjects were not able to discriminate between the two ap-
proaches. The study concluded, that for modelling of cutting forces,
a close approximation of real feedback might be sufficient.

3 VIRTUAL OBJECT REPRESENTATION

3.1 Force computation model

With regard to the background of surgical simulation, we selected
a mass-spring model approach for our experiments [2]. While sim-
pler models could also have been used for our special test, these
have only limited adaptability and can not easily be extended to
general interaction with a 3D object. For instance prerecorded data
can only be used within well-defined boundary conditions, which
are not available in situations allowing unrestricted 3D interaction.

The dynamics of the mass-spring model is governed by Newton’s
second law of motion:

M
∂ 2x
∂ t2 +D

∂x
∂ t

+Finternal = Fexternal ,

where M is the mass matrix, D damping matrix, and F internal
or external forces respectively. An explicit numerical integration
of the node positions and velocities was performed. Additionally,
volume preserving forces of the tetrahedral structure were imposed
on each vertex. Since this choice made the virtual sample stiffer, the
determined Young’s modulus had to be slightly adapted to match
the measured indentation force curves.

The coupling of the haptic device to the deformation simula-
tion was done with proxy-based haptic rendering [21]. A linear
spring between the proxy object and the real position of the tool tip
was used for the approximation of the user’s interaction force. The
external force generated from the haptic proxy model was subse-
quently distributed to the mass-spring model nodes of the contacted
surface triangle. The distribution was based on barycentric coordi-
nates of the interaction point with respect to the vertex positions
of the contacted surface triangle. Therefore, for a contact triangle
∆ABC, and a contact point with coordinates P = αA+βB+ γC we
can write:

Fhaptics = αFA +βFB + γFC

where Fhaptics is the haptic force given by the proxy model,
FA,FB,FC are the external forces acting on the nodes A,B,C re-
spectively, and α,β ,γ are the barycentric coordinates of the contact
point with respect to a triangle ∆ABC.

Two approaches for representing the proxy object were exam-
ined: a point-based paradigm, and a sphere-based interaction. The
sphere-based representation was modified from the point-based

model, where the force was recomputed in order to compensate for
the spherical shape of the indenter tip used in our tests. According
to a Herzian model of an elastic contact between a hyperspace and
a spherical indenter, the indentation force depends non-linearly on
the indentation depth (see also [17]):

F =
4
3

√
R

E
1−ν2 δ

3
2 ,

(where E and ν are the Young’s modulus and the Poisson constant
of the elastic material respectively, R is the radius of the ball inden-
ter and δ is the indentation depth). For the sphere-based represen-
tation, a nonlinear spring F = c.δ

3
2 (with a stiffness c) was used to

approximate the haptic output force, while a linear spring was used
to compute the external force acting on the mass-spring model. In
Figure 1 the force profiles of the measured force response of the real
sample and the computed forces from the mass-spring model (with
proxy point and proxy sphere based rendering) are depicted. The
mass-spring force profile is obtained from the inner forces acting
on the middle node of the mass-spring model’s top surface. This
node was the nearest surface node to the contact point during the
whole indentation and thus it approximates best the force profile
of the internal forces acting at the contact point. These forces are
then coupled to the haptic device via some of the proposed proxy
models.
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Figure 1: Force profiles of proxy-based contact force estimation.

Since the tool shape influences the magnitude of the contact
force, it would be appropriate to also take the shape of the inden-
ter tip into consideration. However, due to some instabilities en-
countered with the proxy sphere approach, which would have been
easily recognized by a user during an experiment, we only used the
point based paradigm.

3.2 Reference silicone sample

One of the main drawbacks of mass-spring models is the necessity
to set deformation parameters. Spring constants, masses, and mesh
topology have to be adapted to obtain a specific deformation behav-
ior. Since manual tuning is extremely tedious, we determined the
parameters from a reference silicone sample.

To obtain a material of near linear-elastic properties, we used
a two part silicone rubber called ECOFLEX (Smooth-On). The
mixing proportion was 3:2:1 for Ecoflex 0040 part B, silicone thin-
ner, and Ecoflex 0030 part A, respectively. The material exhibited
similar behavior to soft tissue in the linear range. We created six



cylindrical rubber phantoms for our studies. In the following dis-
cussions, the real samples are labeled ranging from R1 to R6, while
the virtual models are labeled V1 to V6.

In order to determine the material properties of the assembled
silicone rubber, an aspiration test has been performed as described
in [19]. According to these tests, the silicone phantom could be
considered as a neo-Hookean material with Young’s modulus of
23.5kPa and assumed Poisson’s ratio of 0.499. This result was also
subsequently verified by a hyper-elastic FE model [24].

3.3 Parameter setting

The process of the parameter setting for one virtual object was car-
ried out with the reference sample. For the mass-spring simula-
tion, a mesh representation of the cylindrical object has to be cre-
ated. The object has been uniformly tetrahedralized with 300 nodes,
1656 edges and 1156 tetrahedrons. Moreover, mesh parameters of
the mass-spring system have to be tuned to match the assembled
silicone cylinder.

The mass of the reference sample, 400g, has been distributed to
nodes of the virtual sample according to [8]. Mass moments up to
the order two were matched to the moments of a cylindrical object
according to

∫

Body
u j

xuk
yul

zρ(~u)d~u =
n

∑
i=1

u j
xiu

k
yiu

l
zimi , j + k + l ≤ 2

where the mass of each node is mi and its position ui. For solv-
ing this under-determined system we applied a least-squares mini-
mization of the distributed masses to the masses mi of each node vi
estimated by the volume of tetrahedrons incident upon vi:

min
(

∑
i

(

mi − c ∑
vi∈T

Volume(T )
)2

)

,

where c is a mass correcting constant and T a tetrahedron defined
by the model mesh. The determined node masses in the virtual
model varied from 0.4g to 3.3g.

Similar to [11], the stiffness of each spring e was set to

ke =
E ∑e∈T Volume(T )

Length(e)2 ,

where E is the Young’s modulus. Obtained spring constants varied
from 0.023N/mm to 0.318N/mm.

Furthermore, simulation time-step and node damping have to be
set. As a starting value for the time-step we used

∆t ≈
√

mass
nπ2 kmax

,

where kmax is the maximum spring stiffness, n the number of nodes
and mass is total mass of the object (see [7]). This equation esti-
mates the time step beyond which the system of equations of mo-
tion, using an explicit numerical integration method, is divergent.
Nevertheless, since the stiffness of the springs and the mass of the
nodes in our model varies, we could select a larger simulation time
step. The node damping was selected manually to ensure stability
of the dynamic deformation.

After setting the parameters for the mass-spring model, the con-
stants for the virtual coupling to the proxy also have to be deter-
mined. With a stiffness value of 0.8N/mm we obtained stable force
rendering. It has to be mentioned, that the estimated stiffness of the
mass spring model, for the region where the indentation test was
applied, was 0.25N/mm. To further reduce instabilities and slight
vibrations, a linear average filter was applied to smooth the position

of the proxy point between successive updates of the mass spring
model:

ñ =
thaptics

2tsimulation
, F̃ =

Ft−ñ + . . .+Ft

ñ
.

The size of this filter was set to half of the ratio between the haptic
and virtual object update rates. Using this approach the step-like
response of the proxy force was reduced.

4 SYSTEM SETUP

For our experiments we chose the PHANToM Premium Model 1.5
(by SensAble Technologies, Cambridge, MA) to provide the inter-
face for indenting the real and virtual samples. The selection of
the device was dominated by availability. Considering the limita-
tions of the device’s force response [5][3], we do not claim, that the
device was optimal for our task. One significant problem we expe-
rienced has been due to the limited maximum forces of the device.
From empirical tests, this was estimated to be around 4N. It has
to be remembered that due to the parasitic inertia and friction of
the selected hardware (in the haptic device, as well as in the over-
all construction described later in Section 5.3), the results are only
valid in this specific setting.

The test application has been run on a Linux PC with 2xP4
2.8GHz processors. We used two asynchronous threads: one for
haptic force rendering using the proxy model and one for defor-
mation calculation. During the experiments the haptic thread was
running at 1kHz, while the deformation calculation was running
with an approximate refresh rate of 100Hz.

5 DISCRIMINATION EXPERIMENT

5.1 Overview

In order to evaluate the quality of the haptic rendering, we carried
out a discrimination experiment related to indentation of real and
virtual objects. Participants were asked to push with a metal ball
indenter onto a real silicone cylinder, or on the virtual object re-
spectively. The whole task was performed blindly. After several in-
dentations, users were asked whether they believed to have touched
a real or virtual object. Because free tool-object interaction would
involve many contact effects (e.g. friction, multiple contact points,
torques, etc.), which would influence the interaction, the whole pro-
cedure was limited to one-dimensional interaction. Touching the
body was possible just in one point (the middle of the object’s top
surface), and only in vertical direction. The forces rendered on the
haptic device have also been restricted to this direction. However,
contact forces and the inner forces of the virtual object, governed by
the mass-spring model, were still computed in all directions for the
whole body. For this initial study, interaction was limited to slow
movements only (the average contact speed was about 0.1m/s).
This can partly be justified with regard to our application area of
surgical simulation, where surgeons usually interact in a controlled,
steady manner.

5.2 Participants

Thirteen participants (two female, eleven male), took part in the
test. Their age ranged from 26 to 54 years (with an average of 30
years). All but two subjects were right-handed (although just one
was using the left hand for the tests). None of them reported any
known haptic deficit due to an accident or illness. Two participants
were experienced PHANToM users. While most of the others users
already experienced haptic simulations with the PHANToM before,
they can not be considered as experienced users of haptic devices.



5.3 Experimental apparatus

The experiment was performed with a PHANToM haptic device
as previously described. A 250mm long pen-shaped stylus was at-
tached at one end to the robot arm of the PHANToM device. On the
other end of the pen a ball intender was fastened. In order to find
a trade-off between substantial penetration depths and pure elastic
deformation of the real samples, we used a ball indenter with a ra-
dius of 4mm. This allowed indentation depths of up to 20mm while
still being able to reproduce the same behavior with the PHANToM
device. The stylus was sliding inside a 30mm long tube, equipped
with ball bearings to ensure resistance free motion. This limited
the interaction to one direction. To avoid side vibrations coming
from the rigid side-grip of the stylus inside the tube, the computed
PHANToM forces have been projected to the same direction. Be-
neath the indenter, six real samples were placed on a rotatable sup-
port while leaving place for virtual samples. A blocking system of
the rotatable plate allowed for fast and precise positioning of the
middle of each sample below the indenter. The whole setup was
put behind a tall barrier to prevent the user from observing the ap-
paratus during the test. A complete view of the test setup can be
seen in Figure 2.

Figure 2: Experimental setup with a PHANToM, attached indenter
driven in a tube, and a rotatable sample support.

Participants sat at a table and put their hand through an opening
in the barrier. Through the opening the users were holding the pen-
shaped indenter. During the whole test the participants could rest
their arm on a support. In the setup the user could freely move the
indenter up and down for 40mm, without getting into contact with
the surrounding construction. The indentation depth was limited to
approximately 20mm by a rigid stop, due to the mentioned force
rendering limitations of the PHANToM device. To mask the sound

of the PHANToM motors and the ball bearing, users wore closed
headphones as acoustic ear protectors with white noise played. No
additional visual feedback, e.g. from the virtual simulation, was
provided to the user, thus each participant had to make his decision
just according to the haptic stimuli he received. The operator was
on the other side of the barrier monitoring the progress and chang-
ing the samples beneath the indenter.

5.4 Procedure

The experiment consisted of two phases: training session, and test-
ing. The objective of the training phase was two-fold. Firstly, a
user should get used to the setup and the haptic feedback in general.
This included the limits of the desired interaction style. Participants
were instructed to slowly approach the objects with the indenter, al-
ways hold the indenter in their hand during the interaction, perform
just slow movements (approximately two punches per second) and
move within the non-restricted range of 20mm indentation depth
(before hitting the rigid stop).

Secondly, the two categories of real and virtual objects were pre-
sented, so that the user can determine the differences between both
classes. To this end, he could experience the interaction between
one real sample and a virtual one, whose elastic properties have
been tuned to match the real object as described in Section 3.3. This
phase lasted till the participants felt comfortable with the apparatus
and were ready for the main test.

During the testing phase, subjects were told that they will be
presented several real objects with small differences in stiffness and
height. Additionally, virtual objects, with similar deformation char-
acteristics to the real objects, will also be shown among the real
samples. The user was informed, that her task is to express her
estimate if interacting with a real or a virtual object.

For each subject the test consisted of 50 trials, where a randomly
selected object from the six real and six virtual models was pre-
sented to the user within each trial. No response feedback was given
to the participants after each trial.

5.5 Conditions

Between all real samples there were slight differences in their stiff-
ness and their height. The stiffness variation was 35%, while the
maximum difference in the sample height was 3mm. Additionally,
six virtual cylinders were set up for the test, taking into account the
parameter settings described in Section 3.3. In the following, the
reference sample from the Section 3.3 and the corresponding tuned
virtual sample are denoted R2 and V3 respectively. To resemble
the difference in the real objects, five variations of the tuned vir-
tual model V3 were created. They were adjusted to cover the range
of heights and stiffnesses of the real samples. An overview of all
objects is given in Table 1.

The different force responses of the real and virtual samples were
measured and are presented in Figure 3. These measurements were
made only approximately using the PHANToM device. All forces
were determined from the position, where the gravity of the inden-
ter was counterbalanced by the deformation force of the current
sample, and thus at zero force response little deflection can be no-
ticed. These measurements are not very precise and thus just the
differences of the slopes of each curve should be compared.

6 RESULTS

All participants went through the learning phase within five min-
utes, and completed the experiment of 50 trials on average in 20
minutes. Four different combinations of trial condition and re-
sponse were possible. Hits occurred, when a real sample was cor-
rectly identified, and false alarms, when a virtual object was as-



Table 1: Estimated elasticity (Young’s modulus in kPa) and heights
(in mm) of the samples, real and virtual, used during the experiment.
The indicated ratio is the elasticity ratio computed in reference to
the object R2 and V3 for the real samples and virtual samples, re-
spectively.

Real R1 R2 R3 R4 R5 R6
elasticity 20.6 23.5 27 28.6 29 35.6
height 80 81.5 82.5 81 79.5 80.5
ratio 1.14 1 0.87 0.82 0.81 0.66

Virtual V1 V2 V3 V4 V5 V6
elasticity 14.5 17 17 20.4 21.2 25.5
height 82 80 82 80 81.5 78.5
ratio 1.17 1 1 0.83 0.80 0.66
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Figure 3: The recorded forces of the real and virtual samples: a) real
samples, b) virtual samples.

sumed to be real. Similarly, a correct rejection was counted, when
a virtual object was recognized as such, and a miss was recorded,
when a real object was attributed as virtual.

Counting false alarms and misses, the mean number of wrong re-
sponses of all participants was 18.66 in 50 trials, with a standard de-
viation of 7.15. To further analyze the data (see for instance [22]),
we start with determining hit rate H and false alarm rate F . The
former describes the probability of a correct detection, when a real
object was present, while the latter denotes the probability of as-
suming a real object, when a virtual sample was shown. In the
optimal case, hit rate is high and false alarm rate low, while val-

ues around 50% indicate decision making by chance. Figure 4 a)
depicts the results of our study. The mean values of hit and false
alarm rate are 62.8% and 36.3%, respectively.

Two further measures have to be determined to analyze the data
- sensitivity (also referred to as discriminability) and response bias.
The former denotes the ability to detect the actual category of real or
virtual objects, and the latter a possible tendency towards reporting
a specific category more often.

As described in [22], we determine the non-parametric measure
of sensitivity A′ according to

A′ =



















0.5+
(H −F)(1.0+H −F)

4.0H(1.0−F)
i f H ≥ F

0.5+
(F −H)(1.0+F −H)

4.0F(1.0−H)
i f H < F

.

The measure usually ranges from 0.5, which indicates chance
performance, to 1.0, which corresponds to perfect category detec-
tion. Values less than 0.5 may arise due to response confusion. The
non-parametric measure of bias B

′′

D can be determined by

B
′′

D =
(1.0−H)(1.0−F)−HF
(1.0−H)(1.0−F)+HF

.

Positive values represent a tendency to report interaction with the
virtual object category, while negative values represent a tendency
to report the real one. Non-existent bias is indicated by values close
to 0.0. Both measures are shown in Figure 4 b). Mean sensitivity is
0.707 with a mean bias of 0.01.

While we are still above chance level, the results show, that par-
ticipants were unable to perfectly discriminate between the two cat-
egories. This is also reflected by comments gathered from the par-
ticipants, who regarded correct discrimination of the categories as
rather difficult.

To further analyze our results, we investigated whether a specific
sample could be easier recognized than the others. However, no
indication of this could be noticed. The mean of wrong recognition
of real samples was 37.3%, with a standard deviation of 5.15%;
and the one of virtual samples 36.1%, with a standard deviation of
4.74%.

We also examined, if a change in performance could be noticed
during the course of the experiment. Only in two cases, the ability
to differentiate between virtual and real objects improved slightly
in the second half of the test. Nevertheless, this has not been statis-
tically significant.
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alarm rate, b) Sensitivity versus Bias. The mean values are marked
with a square.



For a further analysis, we recorded the mass-spring model gen-
erated forces and the positions, and the velocities of the indenter
tip at 1kHz (see Figure 5). Due to technical limitations, we could
not record the force response of the real model during the inden-
tation test. However, an inspection of the smoothness of the force
response, and a comparison of the recorded positions and veloci-
ties, for the interaction with the virtual as well as the real samples,
did not reveal a clear difference of the two models.
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Figure 5: An example of recorded positions (scaled to mm), velocities
(scaled to 10mm/s) and forces (scaled to 10−1N) during an interaction
with virtual object, which was detected correctly.

Apart from the quantitative data, after the trials we also collected
comments from participants to determine their approach during the
test. We found that the best detection performance was achieved
by participants who reported a small difference during the first con-
tact of the probe with the sample. It was described as a “sinking
of the tool” effect. We attribute this phenomenon to the selected
proxy-point simplification of the haptic rendering (see Section 3).
However, all users reported the discrimination task to be very hard
for deeper penetrations.

Other cues, which were sometimes present, were small vibra-
tions encountered during interaction with the virtual model. This
was due to the alignment of the indenter with the ball bearing. A
small rippling effect could be noticed, which became more evident
with the tilting of the moving indenter. Rendered forces could lead
to such a tilt, since the direction was not perfectly aligned with the
driving tube.

Moreover, two subjects reported that a low frequency wave was
noticeable for a moment after stopping the indenter inside the sam-
ple, especially for the harder objects. This effect could also be ver-
ified by their data, since they performed slightly better with harder
samples. The nature of this wave comes from the limited informa-
tion propagation speed of the explicit numerical integration scheme
used. Additionally, this effect becomes more visible for the harder
objects since the parameter setting of the virtual models was not
done particularly for each one.

Finally, none of our participants actually reported the haptic ren-
dering during interaction as unrealistic or artificial.

7 CONCLUSIONS

In this study we examined the fidelity of a simple deformation
model for providing haptic feedback during interaction with virtual
elastic objects. Deformation parameters were determined based on
reference silicone samples. A discrimination task was carried out,
in which participants had to differentiate between real and virtual

objects. Results showed that this task was quite complex, since only
small differences between real and virtual haptic feedback could be
noticed. Thus, we were able to achieve a high fidelity of virtual
rendering.

While the selected tissue model was too simple to be used in sur-
gical simulation, the experiment already indicates that a reasonable
approximation of real behavior can be reached. In this respect, one
also has to consider, that the participants in our study were explic-
itly told to look for small differences. During surgical simulation,
slight deviations from perfect feedback might be acceptable, since
the trainee does not fully focus on small discrepancies. Since the
main target of surgical simulation should be to achieve a training
effect, if, and to what degree a small deviation from real feedback
would affect this process still remains an open question. However,
a final answer to this problem is beyond the scope of this paper.
It should also be noted, that we do not suggest to use simple de-
formation models for a surgical training system. The study only
determined, how well forces coming from a real object can actually
be approximated. Tests with more complex deformation models
should also be carried.

Finally, we can also infer, that our approach for parameter tuning
of our deformable models is at least sufficient to provide reasonably
realistic haptic feedback. Nevertheless, an extrapolation to complex
objects may not be straightforward.

In future work, several shortcomings of our system will be ad-
dressed. For the hardware setup, a better solution will be found for
guiding the indenter to avoid high-frequency noise. Moreover, we
will examine proxy-sphere based haptic rendering to improve the
first phase of tool-tissue contact. Furthermore, since the user was
limited to slow movements, the dynamics of the deformation model
did not play a major role. In order to allow more free interaction
with the virtual samples, the dynamics of our simulation need im-
provement. Finally, evaluations with more rigorous data analysis
methods will also be performed.
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